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Abstract
In this paper we introduce the first steps towards a new data-
driven method for extraction of intonation events that does not
require any prerequisite prosodic labelling. Provided with data
segmented on the syllable constituent level it derives local and
global contour classes by stylisation and subsequent clustering
of the stylisation parameter vectors. Local contour classes cor-
respond to pitch movements connected to one or several syl-
lables and determine the local f0 shape. Global classes are
connected to intonation phrases and determine the f0 register.
Local classes initially are derived for syllabic segments, which
are then concatenated incrementally by means of statistical lan-
guage modelling of co-occurrence patterns.

Due to its generality the method is in principal language
independent and potentially capable to deal also with other as-
pects of prosody than intonation.

1. Introduction
The prosody module of a speech synthesis system has to relate
text or concepts to prosody in order to predict the latter from
the former. To facilitate this mapping some representation of
prosody is needed. Since this paper deals with the intonational
aspect of prosody, some common description approaches for
intonation are shortly listed here. They can roughly be divided
into symbolic, parametric and perception-based approaches.

1.1. Symbolic Approaches

In the Tone Sequence Approach [19], which is grounded on
auto-segmental phonology [22], intonation is seen as a succes-
sion of tones that are associated to accentuated or phrase final
syllables. The tone inventory consists of two elementary tones
(High and Low) that can be combined to complex tones. Pos-
sible tone sequences are controlled by an intonation grammar.
There are rule-based [20] statistic approaches [21] for the gener-
ation of the concrete f0 values from this abstract representation
of intonation.

The Kiel Intonation Model (KIM) [6] treats prosodic cate-
gories as bundles of distinctive features. It contains rules for
mapping manual annotations to prosodic categories, and for
mapping those categories to numeric f0 values. One empha-
sis lies on examining the synchronisation of syllable nuclei and
f0 peaks (so called early, middle and late peak).

1.2. Parametric Approaches

The Fujisaki model ([8], [10], [11]) predicts intonation con-
tours by a superposition of a baseline f0, a phrase component
for global contours (intonation phrases), and an accent compo-
nent for local contours (accented syllables). One possibility to
estimate this model’s parameter values is analysis by synthesis

[11], i.e. analysing the given f0 contour by synthesis via the
Fujisaki model.

Models like Tilt [12] and PaintE [7] try to approximate
the f0 contour on accentuated syllables by stylisation functions.
In PaintE furthermore the parameter vectors of the stylisation
function are clustered in order to get categorised intonation
building blocks.

1.3. Perception-based Approaches

The IPO model ([24], [23]) operates on a perceptually equiv-
alent approximation of given f0 contours by a sequence of
straight lines (the so called copy contour). Thus this stylisation
is carried out interactively with subjects judging the approxi-
mation perceptually. The resulting lines of different slope form
intonation units who’s succession can be described by an into-
nation grammar.

1.4. Shortcomings of the Given Approaches

There are some shortcomings of the approaches described
above:

• Leaving aside IPO, all models mentioned above rely
on accent and phrase boundary labels of various com-
plexity. Therefore at least initially hand-labelling of
the data is necessary. This work is time consuming
and needs trained experts. Especially in prosody inter-
labeller agreement and intra-labeller consistency run the
risk of getting relatively low [4] which leads to a loss of
prosodic training data. Presumably this problem grows
with the increasing size of the label inventory.

• The label inventories are not necessarily language inde-
pendent. Inventories like ToBI for example need to get
adjusted whenever they are applied to new languages [5].
Also the IPO model needs perceptual readjustment for
each new language.

With our model we try to avoid these shortcomings. Since
our approach is purely data driven, no manual prosodic labelling
or manual adjustment to other languages is needed.

2. Data
Our training data consists of parts of the IMS Radio News Cor-
pus [1] with a total length of about 14 minutes. The corpus part
used in this study contains news texts read by one professional
male speaker. It is segmented amongst others on the phone and
syllable level. For f0 measurement we utilised autocorrelation
implemented in Praat (version 4.1.5) software with a sampling
rate of 100 Hz.



3. Extraction of Local Contour Classes
As in the Fujisaki model, our model distinguishes between lo-
cal and global contours. Local contour classes correspond to
pitch shapes connected to one or more syllables. They are de-
rived by parameter clustering of stylisation polynomials. Start-
ing with syllables, contour segments are iteratively merged to
larger units. Figure 1 gives an overview over the processing
steps which are described in greater detail in the following sec-
tions.

segments := syllables
iterate

foreach s ∈ segments

- preprocessing: interpolation, smoothing, and time
normalisation of f0 contour of s in context of the pre-
ceeding and following syllable.
- adaptive stylisation of the contour by polynomials

end
- cluster polynomial coefficients to derive contour classes
- segments := merge neighbouring segments if respective
classes occur in dependence of each other
- terminate if no merging possible

end

Figure 1: Algorithm for incremental local intonation contour
class extraction

3.1. Contour Preprocessing

Preprocessing as shown in Figures 2 and 3 removes contour
characteristics not related to intonation, among them micro-
prosody, intrinsic pitch, speech rate, and syllable constituency.
For each contour segment preprocessing took place in the con-
text of the preceeding and the following syllable. Hertz values
were transformed to the logarithmic semitone scale.

3.1.1. Smoothing

To eliminate f0 movements related to intrinsic pitch, coarticula-
tion effects at voice on- and offsets and f0 measurement errors
the contours were smoothed using a Savitzky-Golay filter [18]
of order 3 and length 5. This filter is commonly applied for
this purpose (see e.g. [17]) due to its capability to remove high
frequency noise from pertinent information.

3.1.2. Time Normalisation

In order to exclude any influence of speech rate, phone num-
ber, and syllable constituent structure, all syllables were time
normalised in the following way: the syllable head is mapped
on the interval -0.4 to -0.2, the nucleus from -0.2 to 0.2, and
the coda from 0.2 to 0.4. Missing heads or codas are padded
by interpolation between the f0 values of the nucleus and the
neighbouring syllables.

3.1.3. Interpolation

Since the subsequent stylisation step requires continuous con-
tours, plosive closure phases and missing syllable constituents
are bridged by cubic splines.

3.2. Adaptive Stylisation

A polynomial stylisation was carried out, guided by the multidi-
mensional unconstrained nonlinear Nelder-Mead minimisation
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Figure 2: Preprocessed f0 contour (solid line): spline interpo-
lation, smoothing by Savitzky-Golay filter. Dashed line: origi-
nal contour. The two vertical lines mark the boundaries of the
contour segment and the preceeding and following syllable, re-
spectively.
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Figure 3: Time normalisation of the f0 contour. The vertical
lines separate syllable onset, nucleus and coda.

[15] of the squared error between original and stylised contour.
The higher the polynomial order, the closer the fit to the

original contour, but also the more unreliable the subsequent
clustering of the coefficient vectors. Therefore for each con-
tour stylisation the lowest possible polynomial order was cho-
sen ranging from zeroth to third order (cf. Figure 4). The good-
ness of fit was determined by the maximum distance between
corresponding values of the original and the stylised contour.
If this distance did not exceed a certain value, the stylisation
was judged to be sufficiently close. The threshold was set to 4
Hz with reference to Klatt [16] who reported a just noticeable
difference of 2 to 5 Hz for non-stationary stimuli.

To make sure that all coefficient vectors had the same length
for subsequent clustering, zeros were padded to the vectors of
the polynomials of lower order than 3.

3.3. Clustering

As in the PaintE model mentioned in the introduction, intona-
tion contour classes were derived by Kmeans clustering of the
coefficient vectors of the stylisation polynomials. Since only
the shape and not the frequency offset characterises a contour
class, the first coefficient was ignored.
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Figure 4: Adaptive stylisation using polynomials of increasing
order until maximum distance criterion is met. Dotted line:
contour to be stylised, remaining lines: polynomial stylisation
of increasing order from 0 to 3.

Here the determination of the optimal number of clusters
was guided by the Dunn index, a validity measure of hard clus-
tering taking into account cluster compactness and separation
between clusters. After having carried out Kmeans clustering
10 times for each given specification of number of clusters, the
number connected to the highest mean Dunn score was chosen.

The centroid vectors served as cluster representatives.

4. Merging of Contour Segments
Contour segments are merged if the respective contour classes
co-occur non-randomly. To determine whether the co-
occurrence is random or not, the Log-Likelihood Ratio is
utilised, a method used in the field statistical natural language
processing for example to retrieve collocations [13].

This method compares the likelihoods L of the observed oc-
currences of the intonation classes ci and cj given two different
hypotheses:

H0: P (ci|cj) = p = P (ci|¬cj)

H1: P (ci|cj) = p1 6= p2 = P (ci|¬cj )

According to H0, ci and cj occur independently (the prob-
ability p of ci does not change in dependence of preceeding
cj ), whereas H1 claims dependence. Under the simplifying as-
sumption that the probabilities for the observed occurrence pat-
tern for ci and cj can be described by a binomial distribution,
the likelihoods for the observed data according to H0 and H1
are given as follows:

L(H0) = b(nij ; nj , p)b(ni − nij ; N − nj , p)

L(H1) = b(nij ; nj , p1)b(ni − nij ; N − nj , p2),

where ni and nj are the observed frequencies of classes ci

and cj , respectively, nij stands for the observed frequency of
the sequence cicj , and N is the total number of observations.
The probability b(nij ; nj , p) following a binomial distribution
then represents the expectation of observing the sequence cicj

nij times in nj trials, if the probability of observing ci given cj

is p.
A comparison of the log likelihoods leads to the Log-

Likelihood Ratio ln λ:

ln λ = ln
L(H0)

L(H1)

= ln L(nij , nj , p) + lnL(ni − nij , N − nj , p)

− ln L(nij , nj , p1) − ln L(ni − nij , N − nj , p2)

−2 ln λ follows approximately a χ2 distribution, so a χ2

test can be applied to decide whether the independence hypoth-
esis H0 can be rejected in favour of H1. If the dependence
hypothesis turned out to be significantly more appropriate (this
study’s significance level was set to 0.01), the corresponding
segments were merged.

The next iteration step’s preprocessing, stylisation and clus-
tering then operated on the resegmented data. In case of impos-
sibility of further merging the procedure terminated.

5. Extraction of Global Contour Classes
As explained above, local intonation contour classes were de-
rived independently of registers. In order to model the f0 re-
gister of each syllable, global contour classes were extracted by
stylisation and clustering of f0 baselines in intonation phrases
which had been segmented automatically.

5.1. Segmentation of Intonation Phrases

The baseline f0 values served as a representation of registers.
For each syllable such a baseline value was calculated by taking
the mean of the n lowest f0 values measured within the syllable
(n was set to 8 in this study). The mean was taken to reduce the
effect of potential pitch measurement errors.

As shown in Figure 5 we then simply treated each speech
pause and each baseline pitch discontinuity as a phrase bound-
ary. The discontinuity threshold was set to 3 semitones. This
is only a first approximation, since also prominent pitch accents
and boundary tones show that large pitch differences compared
to the neighbouring syllables.
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Figure 5: Dividing the utterance into intonational phrases at
baseline pitch discontinuities and speech pauses. Dashed line:
original contour, solid line: pitch baseline. Intonation phrase
starting points are marked by diamonds.



5.2. Stylisation and Clustering

The time of each intonation phrase was normalised to the in-
terval [0 1] in order to remove any phrase length effects. The
sequence of baseline f0 values of the contained syllables was
stylised by straight lines, and the slope parameters were clus-
tered by the same procedure as described in section 3.3. This
led to a limited number of discrete global contour classes. As
with local contour classes the centroids were taken as cluster
representatives.

6. Resynthesis
In resynthesis the original f0 values were replaced by contours
derived from the respective local and global contour classes.
The local class determined the shape, the global class, together
with the position of the segment in the intonation phrase, deter-
mined the register. An illustrative example is given in Figure 6.
There the f0 contour of the one-syllable segment belongs to the
local intonation class l3 whos representative is the centroid pa-
rameter vector pl3 = [16.0663, −16.1095, −88.2260] and to
the global intonation class g3 represented by the centroid shape
parameter pg3 = 6.7543 (cf. Figures 7 and 8, respectively).
The local contour f0l of the time normalised segment (see sec-
tion 3.1.2) is given by:

f0l(t) = 16.0663t − 16.1095t
2 − 88.2260t

3
,

t stands for (normalised) time. The syllable dependent reg-
ister f0r(σn) is derived from the slope of the global contour
line associated with class g3 and the relative position p(σn) of
the n-th syllable σn within the intonation phrase. The starting
point of the straight line f0r(σ1) is set to the original intona-
tion phrase‘s initial baseline value. Future research is needed
to predict this value, which reflects the amount of pitch reset at
phrase boundaries. The registers for all syllables σn are then
calculated the following way:

f0r(σn) = f0r(σ1) + 6.7543p(σn)

In our example f0r(σ1) is 80 semitones (ST), and p(σn)
is 0.8 (e.g. n = 8 in a 10-syllable phrase). For each syllable
σn involved in the contour segment the baseline bl(σn) of the
corresponding part of the local contour f0l is then replaced by
the syllable’s register f0r(σn) so that the actual contour f0 is
calculated by:

f0(t) = f0l(t) − bl(σn) + f0r(σn)

Finally the resulting contour is aligned to the given time
range and syllable structure of the segment.

To enhance naturalness of the resulting signals we added
jitter in form of a quasi-random component ∆f0 as a sum of
three sine waves according to a formula proposed by Klatt and
Klatt [25]:

∆f0(t) =
fl

50
·

f0
100

ˆ

sin(2π12.7t) + sin(2π7.1t) +

sin(2π4.7t)
˜

Hz

The fluttering parameter fl was set to 25. Time t is given
in seconds.

7. Perceptual Evaluation
In order to test the perceptual appropriateness of our model
we conducted two perception experiments, one for naturalness
judgements, and the second to test functional equivalence of

0 0.8 1

80

82

84

86

88

90

92

relative position of
syllable in phrase

fr
eq

ue
nc

y 
(S

T
)

−0.4 −0.2 0.2 0.4

80

82

84

86

88

90

92

time (normalised)
0 0.05 0.15 0.22

80

82

84

86

88

90

92

time (s)

Figure 6: Combination of global and local contour. Left: The
segment’s register baseline is predicted by original frequency
offset (here: 80 ST), global contour associated to correspond-
ing global contour class (here: class g3, cf. Figure 8), and
relative position of the segment within the intonational phrase
(here: 0.8). Middle: The baseline value (cf. section 5.1) of
the local contour given here by local contour class l3 (cf. Fig-
ure 7) is shifted to this value. Right: The contour is aligned
to the original time ranges of syllable onset (0s–0.05s), nucleus
(0.05s–0.15s) and coda (0.15s–0.22s).

original and modelled contours. The stimuli were created by
MBROLA (version 3.01h) resynthesis [14] replacing the origi-
nal f0 contour by a sequence of contour classes as described in
section 6.

6 subjects, 2 male and 4 female, took part in the experi-
ments, their age ranged from 24 to 50. All except one were
trained phoneticians, and all except one were German native
speakers (the non-native speaker has lived in Germany for more
than 15 years, and her pronunciation showed no foreign lan-
guage accent).

7.1. Naturalness

In the first experiment the subjects were instructed to judge the
naturalness of 50 inter-pausal speech segments that comprised
at least 3 syllables. Each segment was presented with original
and modelled f0 resulting in 100 stimuli that were randomly
ordered. The judgement scale contained 4 values: completely
natural, tolerably natural, rather unnatural, and completely un-
natural. Since all stimuli were created using MBROLA, none
of the stimulus groups was penalised compared to the other con-
cerning synthesis artefacts. The stimuli were faded in and out
by superimposing a Tukey window (taper sections each set to
3% of the stimulus length).

The participants could listen to each stimulus as often as
they wanted to and could revise their judgements at any time.

Table 1 shows the mean judgements for original and mod-
elled f0.

7.2. Functional Equivalence

In the second experiment the subjects had to decide for stim-
ulus pairs whether their intonation contours were functionally
equivalent or not. The same 50 stimuli as in the first experi-
ment were used and presented pairwise in random order. In half



of the stimuli pairs both stimuli contained either the original or
the modelled f0 (‘same contour’ case). In the other half one
stimulus contained the original f0, and the other the modelled
one (‘different contour’ case), original and model presented in
random order.

Functional equivalence concerned weighting of information
(position and prominence of accents), discourse embedding of
the segment (progredient vs. final intonation contour) and, if
applicable, sentence mode.

As in the first experiment, each stimulus could be listened to
arbitrarily often, and judgements could be revised at any time.

8. Results
8.1. Resulting Contour Classes

The application of our method to the given data yielded 9 local
intonation contour classes (see Figure 7) differing in shape and
number of involved syllables (from 1 to 3), and 6 global con-
tour classes differing in slope of the declination and inclination
baselines (see Figure 8).
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Figure 7: Local contour classes. All contours are shifted to
the mean of 80 ST. Time is normalised as described in section
3.1.2. Syllable boundaries are marked by vertical dashed lines,
nucleus centers by crosses.
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Figure 8: Global contour classes (declination baselines). Time
is normalised to the interval [0 1].

8.2. Numerical and Perceptual Evaluation

The root mean square error between all original and generated
f0 values amounted 10.26 Hz.

The results of naturalness and functional equivalence judge-
ments are shown in Tables 1 and 2, respectively. The original
f0 contours were judged highly significantly as more natural

then the modelled contours (two-sided Wilcoxon matched pairs
signed rank test, alpha = 0.001).

Table 1: Mean subject judgements for the naturalness of origi-
nal and modelled f0 contours.

mean maximum minimum
original 3.14 4 1
model 2.61 4 1

Concerning functional equivalence, Table 2 reveals that
about 27% of the ‘different contour’ stimulus pairs were also
judged as different. Figure 9 gives the numbers of ‘functionally
not equivalent’ judgements for each of the ‘different contour’
stimulus pair types.1

Table 2: Contingency table for ’functionally equivalent/not
equivalent‘ judgements of stimulus pairs with same and differ-
ent contours. Cramer‘s V = 0.38.

same contours different contours

equivalent 149 109
not equivalent 1 41
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Figure 9: Number of subjects with ‘functionally not equivalent’
judgements for each ‘different contour’ stimulus pair type.

9. Discussion
9.1. Evaluation Results

The results of the naturalness experiment presented in the pre-
vious section clearly show that our model in its current state is
not capable to produce contours that reach the quality of orig-
inal intonation. This is not surprising since purely data driven
models lack expert knowledge included into the models listed
in the introduction, for example knowledge about perceptual
equivalence (IPO) or position and types of accents and phrase
boundaries. It is unclear whether the mean naturalness judge-
ments for our model would rise, if the subjects would compare
them not only to the original contours but also to a model worse
than ours. Such a triple comparison had been carried out e.g. by
Möhler [2] who additionally had presented flat intonation con-
tours. Furthermore, as with all data driven models more training
data is likely to enhance performance, so far we use just 14 min-
utes of speech.

Concerning functional equivalence, the results are already
a bit more promising. As can be seen in Figure 9, 24% (6 out

1By stimulus pair types we mean the set of distinct stimulus pairs.



of 25) of the ‘different contour’ stimulus pair types were judged
as functionally not equivalent by half of the subjects or more,
indicating that the majority of the subjects was not able to func-
tionally distinguish the other 76%.

9.2. Local Contours

Some of the extracted local contour classes can be related to
other intonation description systems. Thus, classes l2 and l3
correspond to the events early and late peak [6] representing
the alignment of f0 peaks and syllable nuclei.

9.3. Global Contours

The extracted global contours represent declination and incli-
nation lines of different slopes. There are still open questions
concerning the modelling of the global contours. First, a seg-
mentation of a contour into intonational phrases guided by pitch
discontinuities is not completely adequate since also boundary
tones and prominent pitch accents correlate with such disconti-
nuities. Here the syllable length between successive pitch dis-
continuities could help to distinguish between such prosodic
events and real phrase boundaries, since the domain of pitch
accents and boundary tones is in general limited to one sylla-
ble. The second open question concerns the amount of pitch
reset. In this study we use the original phrase initial baseline
values as starting points for the declination line. One potential
approach is the prediction of pitch reset by a linear combination
of factors like the final frequency of the preceeding intonation
phrase, the durations of the preceeding and the current phrase,
and their f0 slopes. A similar procedure was utilised to predict
pause durations at prosodic boundaries in [3].

9.4. Generality of the Model

In this study we excluded other time-related prosodic aspects
than intonation by time normalisation.

However, due to its data drivenness and generality our
model is not just language independent but also principally ca-
pable to deal with other aspects of prosody than intonation. It
would for example be of interest how it performs in modelling
perceived local speech rate contours [9].

9.5. Relation to Linguistic Units

Another issue for future research is the question of linguistic
significance of the extracted contour classes. They are only rel-
evant for speech synthesis, if they can be related to linguistic
dimensions like information and discourse structure. It is not
yet known, whether the contour classes could be predicted from
text.
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