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Mel-frequency Cepstral Coefficients (MFCCs) are parameterizations of the speech signal that have 

been used for many decades in the area of Automatic Speech Recognition (Davis and Mermelstein 

1980), and they continue to be used in many modern AI systems, e.g. HuBERT (Hsu et al. 2021) 

and Whisper (Radford et al. 2022), as their quantification of the speech signal tends to be less-

speaker specific. It is commonly believed, however, that these parameters are not interpretable 

(Tracey et al., 2023; Burridge and Vaux, 2023) in the way that formants are, for instance. In this 

talk, I will show that MFCCs are indeed interpretable for vowel spectra, using simple Fourier-

Theoretic arguments, effect-size statistics, and measures from modern information theory (Partial 

Information Decomposition, Timme and Lapish, 2018; Willams and Beer 2010). Our arguments 

are based on analyses of all vowel data from the TIMIT database, with large amounts of speaker, 

context, prosodic, and dialectal variability. We also ask the question of why certain MFCCs are 

responsible for different phonetic class distinctions.  

I will discuss how this work can have relevance to the phonetic sciences and speech technologies, 

and could help bridge research in both fields. For the phonetic sciences, use of more speaker-

independent parameters could advance acoustic-phonetic research into the phonetic differences 

amongst communities, especially in big data research. For speech technologies, research on 

explainability and interpretability of the intrinsic working of modern ASR systems would benefit 

from a phonetic interpretation of the inputs to the nonlinear parallel transformations 

computations in the neural networks.  

 
This is joint work with Khalil Iskarous, University of Southern California. 
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