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Abstract. Research in the field of continuous sign language recogniités not
yet addressed the problem of interpersonal variance inrgjgApplied to signer-
independent tasks, current recognition systems show paformance as their
training bases upon corpora with an insufficient numbergriesis. In contrast to
speech recognition, there is actually no benchmark whicttetbe requirements
for signer-independent recognition. Because of this aieser currently record a
video corpus based on a vocabulary of 450 basic signs in Ge®iga Language.
The corpus comprises 780 sentences each articulated bjf@@ut signers. The
whole database will be made available for interested rebess.

1 Introduction

The development of automatic sign language recognitiotesyshas made significant
advances in recent years. Research efforts were mainlgéooon robust extraction of
manual and non-manual features from the signer’s articmafdditional attention was
paid to classification methods. First implementations pdthat using subunit models
has advantages over word models when recognizing largdutarées.

The present achievements provide the basis for futureagijains with the objective
of supporting the integration of deaf people into the hapsiciety. Translation systems
and automatic indexing of signed videos are just two exasaftarther applications
arise in the field of human-computer interaction. Multimodser interfaces and the
control of human avatars could be realized via gesture andawecognition.

All these applications have in common that they must opénadaiser-independent
scenario. Current systems for sign language recognitibieae excellent performance
for signer-dependent operation. But their recognitiorsatecrease significantly if the
signer’s articulation deviates from the training data slgeerformance drop results from
the strong interpersonal variability in production of slgnguages.

Although signer-independence is an essential precomditiofuture applications,
only little investigations have been made in this field soTais unexplored gap is the
subject of a current research project which aims for achgegigner-independence in
continuous sign language recognition. For this purposenaui@eo corpus containing
articulations of a large number of signers will be recorded.



2 System Overview

The following sign language recognition system constftute basis for our ongoing
research work. A detailed description can be found in [IFRjure 1 shows a schematic
of the underlying concept. The system utilizes a singlewickamera for data aquisition
to ensure user-friendliness. Since sign languages makef usgnual and facial means
of expression both channels are employed for recognition.
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Fig. 1. Schematic of the developed sign language recognitionrsyste

For mobile operation in uncontrolled environments sopdased algorithms were
developed that robustly extract manual and facial featurlae extraction of manual
features relies on a multiple hypotheses tracking appreachsolve ambiguities of
hand positions [3]. For facial feature extraction an actippearance model is applied
to identify areas of interest such as the eyes and mouthnegfterwards a numerical
description of facial expression, head pose, line of sigd, lip outline is computed [4].
Furthermore, the feature extraction stage employs a résolstrategy for dealing with
mutual overlapping of the signer’s hands and face.

Classification is based on hidden Markov models which are &blcompensate
time and amplitude variances in the articulation of a sigme €lassification stage is
designed for recognition of isolated signs as well as ofiooious sign language. In the
latter case a stochastic language model can be utilizedhvaloinsiders uni- and bigram
probabilities of single and successive signs. For stagisthodeling of reference models
each sign is represented either as a whole or as a compogft&maller subunits —
similar to phonemes in spoken languages [5].

Since the articulation of a sign is subject to high interpeed variance dedicated
adaptation methods known from speech recognition wereeémehted and modified
to consider the specifics of sign languages. For rapid atdapte® unknown signers
the recognition system employs a combined approach of manifikelihood linear
regression and maximum a posteriori estimation [6].



3 Redated Work

Adaptation methods can increase the recognition perfoceér an unknown signer
even with a small amount of adaptation data. However, su¢hads cannot replace an
extended training for modeling the interpersonal variafi¢e realization of a signer-
independent recognition system rather requires a dataloasaining training material
with articulations of a large number of different signereeTmore signers articulate the
same signs the better will be the overall recognition penforce after training.

The reader interested in a survey of the current state inlaigguage recognition is
directed to [7]. Similar to the early days of speech recagnjtmost researchers focus
on the recognition of isolated signs. Only a few recognitigstems were reported that
can process continuous signing. Table 1 lists several gatidns and the described sign
language corpora used for training and testing. For corapathe last row shows some
information about the new video corpus which is describettiénnext section.

Table 1. Selected continuous sign language recognition systenmelfisuliterature.

‘Author ‘Yeaf‘ Interface | Resolution Vocabulary‘Sentenc&‘Signers‘Language‘
Vogler [8] 1999 elec.magn. - 22 499 1 ASL
Liang [9] 1998 data glove - 250 844 1 TWL
Fang [10] 2002 data glove - 208 600 3 CSL
Starner [11] |1998 video | 320x243 40 500 1 ASL
Hienz [12] 2000 video | 384x288 152 6.310 1 DGS
Zahedi[13] |2006 video | 195x165 103 201 3 ASL
Zahedi [13] |2006/ video 176x144 643 556 11 DGS

|MMI-Databasg2007] video | 780x580| 450 | 15600 | 20 | DGs |

The compilation reveals that most research in continuayis lsinguage recogni-
tion was done within the signer-dependent domain, i.e.yeuser is required to train
the system himself before being able to use it. The corpgrarted in [8,9, 11, 12]
solely contain articulations of a single signer and areeftge not suited for training
signer-independent systems. Altogether only three carfid, 13] comprise sentences
articulated by more than one signer. But even these databas®f limited use as they
do not sufficiently cover interpersonal variance due taofwlhg reasons. In the case of
the ASL corpus [13] and the CSL corpus [10] the number of gigieby far to small.
Moreover both corpora reported in [13] include a large nunaibsigns that occur only
once or twice in the whole dataset. Obviously, these signe wet performed by all
signers but merely by a maximum of two signers. This resalteé same problem that
the number of signers is not sufficient for training signetépendent models.

In summary, it can be stated that none of the corpora cuyrémiind in literature
meets the requirements for signer-independent continsiguslanguage recognition.
In contrast to speech recognition, there is actually nodgtedized benchmark.



4 Video Corpus

This section presents some details about the new video sofifhe corpus’ content
was already specified, but recordings are still in progradsall be finished within the
next months. After the project the whole database will beeraailable for interested
researchers in order to establish the first benchmark foesiondependent continuous
sign language recognition. This step will hopefully boestearch efforts.

Since we use a vision-based approach for sign languageniicoghe corpus will
be recorded on video. In order to facilitate feature exioactecordings are conducted
under laboratory conditions, i.e. controlled environmeith diffuse lighting and a uni-
colored blue background. The signers wear dark clothesluiil sleeves and perform
from a standing position (see Figure 2). All videos are rdedron hard disk using an
image resolution off80 x 580 pixels at 30 fps. This high spatial resolution ensures
reliable extraction of manual and facial features from ti@s input image.

Fig. 2. Example frames taken from three native signers of diffeseres and ages.

The vocabulary comprises 450 signs in German Sign Langu@8) representing
eight different word types such as nouns, verbs, adjectimesnumbers. Those signs
were selected which meet the following criteria: They sdadcur most frequently in
everyday conversation and should not be dividable into lemsigns. Therefore these
signs are called basic signs in the following. For the selacteveral books and visual
media commonly used for learning DGS were evaluated.

All 450 basic signs are different with regard to their mameameters. However,
similar to other sign languages, many of them change theiriBp meaning when the
manual performance is recombined with a different facigdregsion. For example,
the signs POLITIK (POLITICS) and TECHNIK (ENGINEERING) aidentical with
respect to gesturing and can only be distinguished by tiesglip movements. In this
case only the former sign is regarded as basic sign, whemhsslgns appear in the
continuous sentences of the corpus. For this purpose 22toadd signs derived from
the basic signs were selected and integrated into the dagaba

Furthermore, some of the basic signs can be concatenatedefating a new sign
with a different meaning. For example, the sign ZAHNARZT (WHST) is composed
of the two signs ZAHN (TOOTH) and ARZT (PHYSICIAN). Accordirto this concept
124 composed signs were collected and integrated as wetigéther 800 different
meanings can be expressed with the selected vocabular@dfakic signs.



For continuous recognition overall 780 sentences weretamted. All sentences
are meaningful and grammatically well-formed. There areonstraints regarding a
specific sentence structure. Each sentence ranges fronoteleven signs in length.
No intentional pauses are placed between signs within a&seat but the sentences
themselves are seperated. The annotation follows thefgaicins of the Aachener
Glossenumschrift, developed by the Deaf Sign LanguagedResdeam (DESIRE) at
the RWTH Aachen University [14].

For modeling interpersonal variance in articulation easttence will be performed
by several signers. The number of signers must be chosesglinesway that variability
is sufficiently represented within the corpus. Influenciactérs on the articulation have
to be explored and taken into consideration during the mggteriod. For the moment
we will start recording with 20 native signers of differeees and ages. Therefore a
total of 15.600 articulated sentences will be stored in #he database.

5 Experimental Results

Since the recording of the sign language video corpus isirstirogress, this section
presents some preliminary results. The following expenitnevere carried out on the
recorded articulations of five different signers. All 45Gsizasigns and 780 sentences
were performed twice by the first signer and once by the reimgfiour signers.

The recognition performance for isolated signs was evatliasing the basic signs
and for continuous sign language using the sentences. Indases the evaluation of
the signer-dependent (SD) performance is based on the wadigas of the first signer,
whereas the signer-independent (Sl) recognition rates determined in a leave-one-
out test on all five signers. In order to evaluate the recagngerformance for different
vocabulary sizes the corpus is divided into three subcarpionulating a vocabulary of
150, 300, and 450 signs respectively. Table 2 summarizesdierimental results.

Table 2. Signer-independent (SI) recognition of isolated signs ematinuous sign language.
Recognition rates for signer-dependent (SD) recognitiergaven for comparison.

Vocabulary Size
150 signs| 300 signs| 450 signs
I solated SD|| 92.6% 89.4% 86.9%
Signing Sl 74.9% 71.2% 68.5%
Continuous SD 88.5% 84.4% 80.8%
Signing Sl 70.4% 67.8% 64.9%

The obtained results represents baselines without anytattap All experiments
were conducted with manual features only. The classifinattage was configured to
employ neither subunit models nor any stochastic languaggei Since the corpus
contains a high number of minimal pairs, the recognitiorfgrenance will increase
when the extracted facial features are exploited as welkrdstingly, increasing the
vocabulary size by a factor of three does not worsen signracgsignificantly.



6 Conclusion and Future Works

In this paper, we described the recording of a new sign laggjearpus which meets
the requirements for signer-independent continuous ratiog. The corpusis based on
a vocabulary of 450 basic signs in German Sign Language angriges 780 sentences
each articulated by 20 different signers. The whole damabélsbe made available for
interested researchers in order to establish the first imeaidh

The currently extracted features produce good recogni@formance for a single
trained signer. However, the experimental results reVelthey are not robust enough
for signer-independent sign language recognition. Fa thason alternative features
with the property of being signer invariant or at least legher-dependent must be
explored. Articulations of different signers will be ansdyl with respect to variability
in signing in order to categorise information bearing amgher specific features.
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