
icphs2003 1

Beyond 2D in articulatory data acquisition and analysis

Philip Hoole1, Andreas Zierdt1,2 and  Christian Geng2

1Institut für Phonetik und Sprachliche Kommunikation, Munich
2Zentrum für Allgemeine Sprachwissenschaft, Berlin

Email: hoole|andi@phonetik.uni-muenchen.de, geng@zas.gwz-berlin.de

Work supported by German Research Council and NTT Basic Research Labs
MRI acquisition in collaboration with Dr. Axel Wismüller, Dept. Radiology, Klinikum
Innenstadt, Ludwig-Maximilians-Universität, Munich

Tongue configurations: Vowels
This document contains the oral presentation given at ICPhS Barcelona, 2003. The section on 5D EMA has been supplemented with a large number of annotations to hopefully make it easier to follow as a stand-alone document (click on the yellow note symbols).
Links to QuickTime animations, sounds and other documents are highlighted in red. The QuickTime animations can be downloaded all at once in the following ZIP file, and should be stored in the same subdirectory as this document:
www.phonetik.uni-muenchen.de/~hoole/icphs03_anim.zip
(click on adjacent red box to follow this link)

http://www.phonetik.uni-muenchen.de/~hoole/icphs03_anim.zip
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Topics

1. Three-dimensional electromagnetic articulography
Potential advantages for monitoring speech movements

2. Three-dimensional tongue shape from multi-speaker, multi-volume MRI
Analysis with 3-way statistical techniques

Linking 1 and 2?
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1. Three-dimensional electromagnetic articulography

The magic number seven (plus or) minus two = five

Better thought of as a five-dimensional system

(Or: The last five percent  of its development have been a real pain ....)

Same sensors as for traditional 2D EMMA

But 6 transmitters
 3 Cartesian (x, y, z) and 2 angular (azimuth, elevation) coordinates for each sensor

(1 rotational degree of freedom not accounted for)

The five dimensions: both the benefit and the bane of the new system

The benefit: Very high information density per sensor
The bane: Very difficult to demonstrate reliability over the full 5-dimensional space
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Transmitter Assembly
Now that the subject's head does not have to be fixed to the transmitter assembly, we have found it much easier to do very long experiments, e.g over 1 hour recording time. The main problem for the subject is then simply one of boredom, if faced with a typical lab speech corpus.
Note also that reasonably unobstructed videofilming from the front and the side is possible.
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Sensors on the tongue
This picture serves to indicate that the investigator can now choose how to attach sensors to the tongue. The choice made will depend on what kind of orientation information one is most interested in. For most of the examples in this presentation we used a sensor orientation corresponding to the more anterior of these two sensors, since this gave most information for reconstructing the midline of the tongue.
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Assessment of performance under realistic conditions

Do the benefits outweigh the problems?

See Proceedings for comparison of a set of speech tasks recorded consecutively with the
2D and 5D systems.

Examples from more recent recordings:

(1) Head Movement

(2) Reconstruction of tongue shape

Related work
A more extensive version of the comparison of 2D and 5D systems is available as a report. Click on the red box next to this note.
The presentation at Barcelona used examples from a more recent recording: since making the recording on which the 2D/5D comparison was based we were able to substantially improve the accuracy and reliability of measurements made on human subjects (one of the improvements came from simply making sure that the subject is properly grounded). Even though the 2D/5D comparison already indicated that the new system can give usable data, the examples in the presentation from newer recordings give a better idea of the current state of the system.
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Examples (1)
Head Movement

Good example of high information density per sensor:
Two sensors (upper incisors, bridge of nose) sufficient to determine the six rigid-body
degrees of freedom of the head  3 translations, 3 rotations.

The same two sensors in 2D EMMA 2 translations, 1 rotation

Potential benefits:
! Freedom of head movement for subject  more natural speaking situation
! Communicative relevance of head movement (prosody)
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Head movement: Animations

1. With synchronized video

2. Systematic variation of 3 translations and 3 rotations

3. Tongue movement after correction for head movement
Utterance: SþvþiÉþäþIþk

head movement: EMA and video
Film 1:
This film shows the movements of sensors located on upper incisors and nose in the top left panel, a synchronized video in the bottom left panel, and, in the right panel, the rigid body parameters (3 translations and 3 rotations) derived from the raw data of the two sensors.
The sensors were attached in the same orientation as used for traditional 2D recordings (i.e with main axis of the sensor parallel to the lateral (left-right) axis. In the top left panel the large circles indicate the Cartesian coordinates of the two sensors. The roughly vertical line simply joins these two points. The two roughly horizontal lines indicate the orientation of the two sensors. They have been given an arbitrary length of 10cm for display purposes. Together, the positions and orientations of these two sensors define a rigid structure whose motion seems to match the head-motion seen in the video below very well.

The rotational degrees of freedom of the rigid body are defined as follows:
pitch: Rotation about the left-right axis
roll: Rotation about the front-back axis
yaw: Rotation about the up-down axis

To get a feeling for the rotational signals, look for example at the roll signal at around time 2.5 to 3s, where the signal changes rapidly from about +15deg. to -15deg., with the zero-crossing corresponding to a neutral position of the head.

Why did the subject say <expletive deleted> while performing this task? He had been asked to simply move his head from left to right, which he found difficult, producing a lot of changes in orientation instead.


head movement: 6 DOF
Film 2.
This film uses the same setup as for Film 1 and shows a series of head-movement tasks that have been spliced together.
The tasks were designed to emphasize each of the 6 rigid-body degrees of freedom in turn, in the order (from top to bottom) in which they are displayed in the right panel.



tongue minus head
Film 3
The task in Film 1 resulted in a spontaneous utterance by the subject. It is to be hoped that the new system will make it easier to get somewhat closer to spontaneous speech within an experimental setting than was possible with the old system.
This film shows the movement of the tongue during part of this utterance. The right panel shows the head movement during the speech: it is quite substantial, i.e around 10cm of lateral movement and considerable changes in roll and yaw. Determining the rigid body parameters of head movement from the raw data of the nose and upper incisors sensors makes it possible to factor out the head movement contribution to the movement of the tongue sensors. The result of this is shown in the left panels. Even though the head movements were quite large and the tongue movements themselves quite small, the essential phonetic information seems to be sucessfully preserved:
4.4-4.5s Laminal postalveolar fricative
4.5-4.6s High, front (palatal) vowel
4.6-4.7s Lowering of front part of tongue and raising of back part of tongue for uvular approximant.
4.7s to end: Movement back through a high front vowel to palatal (front velar) closure for /k/
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Estimating positional errors during actual movement tasks

The two reference sensors with their orientations define a rigid structure.

How much is this rigid structure distorted when mapping all head positions to the desired
reference position?

Calculate average Euclidean distance between transformed head position and reference
head position.

Distortion measure. Good estimate of relative accuracy.

Corresponds to stability of distance between upper incisor and nose sensor in 2D EMMA
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Distortion measure: head movement
This figure shows the distortion measures calculated over the head movement trials shown in the previous films. Overall the distortion measure comes out at about 0.3mm, which can be considered reasonably acceptable. However, it will be observed that for trial 4, taking the standard deviation into account, distortion values of over 1 mm can occur.
This essentially reflects remaining current limitations on calibration accuracy.
The next figures indicate that although distortion occurs, it is at least systematic and "well-behaved"
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Distortion measure: speech
This figure simply indicates that when the range of head movement is restricted to a range likely to be typical of many "lab speech" experiments then distortion is essentially negligible. The virtually invisible standard deviations indicate that there is very little random fluctuation in the distortion.
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Distortion measure: modulation with movement
This figure simply serves to emphasize the idea that the distortion that does occur is at least very systematically related to position of the head in the measurement field (given here for the head-movement task that mainly involved change in pitch).
Although absolute accuracy is obviously affected by any kind of distortion, many kinds of relative measurements should not be affected too badly by systematic distortion.
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Examples (2)
Reconstruction of tongue shape

Information on sensor orientation improves estimate of tongue position in “difficult” regions:

tongue tip

tongue root

Reconstruction of tongue shape
It is often preferable not to mount a sensor right on the tongue tip, because of disturbance to articulation. But as the tongue tip is so flexible even locating the sensor 1 cm from the tip may miss phonetically relevant information.
The general idea in many of the following examples is that information on sensor orientation can help to recover this potentially missing information.

Similarly for the tongue root: Obviously we are restricted as to how far down in the pharynx we can glue sensors onto the tongue. Again the idea is that sensor orientation can help us to extrapolate into regions we cannot reach directly.
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Tongue movement: Animations

/isi/ and /usu/ slowmotion movie

Tongue movement animation: /isi/ and /usu/
Click on the phonemic transcriptions to hear the original audio of the sequences displayed in the movie. In the movies the sound track has been stretched by 100% (keeping pitch constant) so that the movement can be more easily viewed in slow motion (the two sequences /isi/ and /usu/ have been spliced together in the movie).

(Note: In this and all other midsagittal views, anterior is to the left. The position of the hardpalate is only intended for overall orientation and is certainly not entirely accurate as it was based on an MRI scan of this subject, and then superimposed in rather rough and ready fashion on the articulographic views.)

Points to look for:
In the /isi/ sequence:
There is a location on the tongue in between the front two sensors showing hardly any change in position during this sequence. If a sensor happened to be attached there then purely positional information would capture very little of the movement pattern, but the addition of orientation information would make it clear that tongue shape is changing even if position does not change much. Another way of looking at this is to image a situation in which the middle two sensors are missing. Purely positional information from the front and back sensor would capture very little of the changes in tongue shape occurring. However, with the addition of the orientation information just for these two sensors then it would be possible to recover at least the most salient changes in tongue shape, i.e flatter shape for /s/ and more bulged shape for /i/.

In the /usu/ sequence:
This illustrates a point that also comes out of many of the other examples below: The tongue tip is so flexible that it is not possible to "guess" its orientation simply by extrapolating from the positions of the front two sensors.
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Static tongue configurations

Contrasting

use of purely positional information

vs.

use of both position and orientation information (spline interpolation between sensors
and extension of tongue 1cm beyond frontmost and rearmost sensor)

(1) Vowels

Tongue configurations: static views
The next set of slides is in pairs, the first member of each pair just showing the positional information (the Cartesian coordinates of each sensor being connected by dashed lines), the second member showing tongue shape reconstruction using the orientation information (show in solid lines).
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Tongue configurations: Vowels
This slide is based on MRI data of the speaker whose vowel articulations are shown in the previous two slides and helps to confirm the plausibility of the tongue shapes derived from the EMA data with the help of the orientation information.
Note, for example, that with only the position information it would not be possible to predict where the contours for /i/ and /a/ intersect in the post-dorsal region, whereas with the orientation information a point of intersection is suggested that fits in well with what can be directly observed in the MRI.
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Static tongue configurations

(2) Consonants

(Showing some classic coarticulation effects along the way)
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Beyond 2D. Notes
For all the examples shown here the tongue-tip sensor was located about 1cm behing the tip. This is one of several examples that indicate that it is not possible to extrapolate the tongue-tip position from the purely positional information of the front two sensors. The fact that the orientation of the tongue in front of the front sensor is very similar for all vowel contexts and parallel to the alveolar ridge makes it seen likely that /t/ here has a laminal articulation, whereas it would be impossible to draw any conclusions with just the positional information.
Note also for the rearmost tongue sensor that /i/ and /a/ context have a very similar position on the anterior-posterior axis, but the orientation information indicates, as one might expect, that the tongue root is more advanced for the /i/-context.
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/s/ in 3 vowel contexts; Position only
SI
SA
SU
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Beyond 2D. Notes
The pair of slides for /s/ should be seen in conjunction with the following pair of slides for /l/.
Many previous investigations have observed that coarticulatory variability is typically greater for /l/ than for /s/. These slides simply show that the stability and resolution of the system is more than sufficient to replicate findings of this kind (note also the very consistent coarticulatory effects of the flanking vowels throughout this series of slides. The slides are all based on single tokens, i.e no averaging has been performed. Also, the tokens displayed have not been specially selected, since only one token per VCV-sequence was recorded in this particular experiment).

Further note: Although /s/ has overall lower variability than /l/, it will be observed for the frontmost sensor that the purely positional information might lead one to slightly overestimate the variability of tongue-tip positioning for /s/. The orientation information indicates a smaller amount of variability at a location closer to the tip itself.
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/l/ in 3 vowel contexts; Position only
LI
LA
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Beyond 2D. Notes
This example follows up the point made earlier that the purely positional information of the front sensors does not allow a prediction of the orientation of the tongue tip to be made.
The line joining the front two sensors is more or less parallel for /to/ and /lo/, but the orientation information suggests a more laminal articulation for /t/ and a more apical articulation for /l/.
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Further tongue animations

/oto/ vs. /olo/ slowmotion movie

retroflex slowmotion movie

Beyond 2D. Notes
This shows the previous example as an animation (same procedure for the links as for the earlier animations).
The animations make clear the massive differences in tongue trajectories between sounds nominally sharing the same place of articulation. In addition to the tongue-tip differences mentioned in the previous two slides, there is much more tongue-body advancement and raising for /t/ compared to /l/.


Beyond 2D. Notes
This animation show a retroflex sound (as spoken by a German speaker), as an example of a sequence where the orientation of the tongue tip changes over a particularly wide range. Note that the orientation changes throughout the sequence not only in absolute terms but also relative to the line joining the front two sensors (i.e just rubbing it in: extrapolation in the tongue-tip region is tricky!)
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Further Topics

Lateral movement of the articulators

(more examples in Proceedings and on web)

Beyond 2D. Notes
The ability to measure lateral movement components (including sound-specific differences in lateral tongue compression) should ultimately be interesting in its own right. The present example (difference of about 5mm in lateral tongue-tip position for /s/ vs. /l/) simply indicates one situation involving perfectly normal articulations that could start to cause problems for the 2D system, whose accuracy may deteriorate movements are not restricted to the midline.
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Bad data happens

But it can usually be identified

Background:
Unlike 2D EMMA, no closed-form solution to the non-linear equations relating magnetic
field strength from the six transmitters to sensor position and orientation.
The iterative algorithm may get caught in a local minimum

 mistracking

Beyond 2D. Notes
The following slide shows an example of suspicious behaviour in the movement trace (the green trace labelled 'lateral movement'). At around time=3s the tongue appears to oscillate from left to right and depart from a smooth movement pattern (until about time=3.1s). In this region the traces labelled "number of iterations" and "residue" both increase. Although we do not have firm criteria for automatic detection of bad data, experience has suggested that reliable solutions are usually found within 2 or 3 iterations. The residue is a measure of the discrepancy between the measured signals and the signals that would be predicted on the basis of the model of the magnetic field for the chosen solution. Thus any sudden increases in the residue are a sign of problems.
The geometric effects of the mistracking in this particular case are actually not so large - only a few millimetres - but they can sometimes be much more dramatic (and accompanied by inordinately high velocites or accelerations). The point here is that one is not solely dependent on the plausibility of the movement traces themselves for deciding whether data is reliable or not.
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5D EMA: Summary

(1) Rigid structures
! Tracking of head translations and rotations with only two sensors appears feasible

(may not yet be accurate enough to recover speech movement with sub-millimetre
accuracy when superimposed on large head movements, but probably sufficient to
give the subject freedom of head-movement within limits adequate for many kinds
of experiments)

! Extension to jaw tracking should be straightforward

(2) Soft structures
Compared to 2D EMMA:
! More information from the same number of sensors (or similar information from fewer

sensors).
! Even for traditional midsagittal measurements less need to worry about deviation from

midline or sensor misalignment.
Potential for:
! Lateral movements, lateral tongue shaping
! More comprehensive tracking in labial region

(3) The to-do list
! Accuracy and robustness of the calibration and tracking still need improving

Calibration
Up-to-date information on developments regarding calibration can be found at:
 http://www.phonetik.uni-muenchen.de/~andi/EMAPage/index.html
(or click on the red box adjacent to this note)


http://www.phonetik.uni-muenchen.de/~andi/EMAPage/index.html
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2. 

Three-dimensional tongue shape from multi-speaker, multi-volume MRI

Analysis with 3-way statistical techniques
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Aims

In general
! What are the nature and the number of the underlying patterns of tongue shapes used

in speech (here: vowels)?

In detail
! In earlier work we derived a two-factor PARAFAC model of tongue shapes for vowels

based on EMMA data (Hoole, 1999a), and on midsagittal NMRI data (Hoole et al.,
2000). The PARAFAC model provides a strong motivation for working from a multi-
speaker perspective.

BUT this earlier work indicated that the PARAFAC constraints on speaker-specific
behaviour may be too strong.

PARAFAC is just one member of a large family of n-way methods.

What methods are most promising for modelling multi-speaker, three-dimensional
tongue data?
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Three-Mode Analysis (PARAFAC)
(e.g Harshman et al., 1977)

Systematic exploitation of a third dimension to solve the problem of rotational
indeterminacy in the factor axes. The speakers represent this third dimension
here.

Model prediction for speaker k:
Yk=ASkV

T    

where V, A and S are 3 loading matrices (for vowels, articulators and speakers,
respectively)

and where Sk is a matrix with the kth row of S on the main diagonal and zero
elsewhere

Hence very strong assumptions on possible speaker-specific behaviour

If assumptions are met
Very parsimonious representation
Close relationship of factors to the underlying behavioural dimensions
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Material and Procedures

! 9 speakers
! 7 long German vowels /i, e, y, ø, a, o, u/

(7 of the 9 speakers also recorded the consonants /t, s, n, l, /; these are not
discussed further here)

! Complete sagittal, coronal and axial scans. All scans encompassed the
complete vocal tract

! Pixel resolution 1.17mm
! Slice thickness 4mm; interslice interval 5mm (4mm for recent sagittal scans)

To date, 5 speakers ready for use in the statistical modelling
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Generation of tongue surfaces for statistical analysis

! Extract raw contours of tongue from each coronal and axial slice
! Subtract jaw position
! Align midline plane of tongue at zero on the lateral axis
! Calculate centre of tongue in midsagittal plane
! Define a grid in spherical coordinates with tongue centre as origin
! Separately for axial and coronal volumes:

Convert raw contour data to spherical coordinates  and use to predict position of
tongue surface at the grid locations

! Merge tongue surfaces derived from the axial and coronal data.
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Sagittal view of spherical grid
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Advantages of using a spherical grid:

(1) Standard surface-fitting techniques can be used even though tongue surface is not an
unambiguous function of height above the axial plane

(2) Surface fitting involves triangulation of the input data. 
The size of the triangle used to predict the location of each point on the grid can be
used as a measure of the reliability of the grid points. 
(Large triangle  Grid point not well supported by the input data  Low reliability)
Simple but flexible weighting scheme for merging axial- and coronal-based surfaces:

Axial data typically low reliability for oral surface of tongue
Coronal data typically low reliability for pharyngeal surface of tongue





Relation of PARAFAC factors to tongue shape and the vowel space


Relation of PARAFAC factors to tongue shape and the vowel space
There is actually an area of missing data in this region of the upper surface of the tongue, forming a "hole" through which one looks to the blueish region, which is actually part of the lateral surface of the tongue away from the viewer. The algorithm used an upper limit on trianguation area when merging axial and coronal volumes. Areas exceding this limit were assumed to be too far from actual data points to be worth using in the merging procedure, and were regarded as missing data.
(In the previous figure, based on coronal data, there are some holes in the tongue root region; they are generally easier to see in the figure, especially when there is no tongue surface at all behind them, in which case they appear white.
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Alternatives to PARAFAC?

PARAFAC can be seen as a special case of the three-mode Tucker model:

(1)x a b c gijk ip jq kr pqr

r

R

q

Q

p

P

=
===

∑∑∑
111

For PARAFAC, P=Q=R. The core matrix G only has elements on the main
diagonal.

Compared to PARAFAC, the general Tucker3 model is more flexible (less
constrained), but is less parsimonious, and may be less interpretable.
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Recently, Zheng et al. (JASA, 2003) successfully extracted a two-factor PARAFAC solution
for American English vowels from coronal MRI data.

This encouraged us to apply PARAFAC to our combined coronal/axial data.

Result: A stable two-factor solution explained about 80% of the variance.
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Animation of the factor shapes relative to the vowel space

Relation of PARAFAC factors to tongue shape and the vowel space
This animation shows the tongue shapes associated with each factor from 3 different views. The colour scheme for the tongue is related to the amount of variation in the tongue shape. Dark red indicates areas of the tongue that vary greatly when the factor is varied while dark blue (at the other extreme) indicates areas that vary little.
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The solution is very similar to the solution found in Hoole et al. (2001) based purely on
midsagittal contours from this dataset.

(and also quite similar to the solution of Zheng et al.)

Tentative conclusion:

Confirms that tongue shapes for vowels appear amenable to the strong constraints of the
PARAFAC method, even when using morphologically complex data.
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Outlook
Linking 5D EMA and MRI?

EMA and MRI have complementary strengths and weaknesses.

On the practical level: Morphologically rich MRI can provide useful background for
knowing what to look for in 5D EMA.

On the modelling level: Explore regression models for predicting MRI-derived tongue
shapes from 5D EMA.
Example: Partial Least Squares Regression has recently been
extended to 3-way data, i.e could be applied to multispeaker
data (Bro, 1996)
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