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ABSTRACT:
Auditory feedback perturbations involving spectral shifts indicated a crucial contribution of auditory feedback to

planning and execution of speech. However, much less is known about the contribution of auditory feedback with

respect to temporal properties of speech. The current study aimed at providing insight into the representation of

temporal properties of speech and the relevance of auditory feedback for speech timing. Real-time auditory feedback

perturbations were applied in the temporal domain, viz., stretching and compressing of consonant-consonant-vowel

(CCV) durations in onset þ nucleus vs vowel-consonant-consonant (VCC) durations in nucleus þ coda. Since CCV

forms a gesturally more cohesive and stable structure than VCC, greater articulatory adjustments to nucleus þ coda

(VCC) perturbation were expected. The results show that speakers compensate for focal temporal feedback alterations.

Responses to VCC perturbation were greater than to CCV perturbation, suggesting less deformability of onsets when

confronted with temporally perturbed auditory feedback. Further, responses to CCV perturbation rather reflected

within-trial reactive compensation, whereas VCC compensation was more pronounced and indicative of adaptive

behavior. Accordingly, planning and execution of temporal properties of speech are indeed guided by auditory feed-

back, but the precise nature of the reaction to perturbations is linked to the structural position in the syllable and the

associated feedforward timing strategies. VC 2020 Acoustical Society of America. https://doi.org/10.1121/10.0001765
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I. INTRODUCTION

Human speech is a unique auditory-motor communica-

tion mode that involves a wide set of physiological, neuro-

logical, and behavioral contributors. In research on

planning, production, and perception of speech, the connec-

tion and interaction of these contributors have been of key

interest.

As part of this, perturbations of auditory feedback have

proven very useful for studying the contribution of self-

perception to planning and control of speech. A diverse

body of research has shown that subjects adjust productions

within a short time frame when the auditory feedback of

their own speech is altered. In the manipulation of the fun-

damental frequency (Jones and Munhall, 2000; Xu et al.,
2004; Patel et al., 2011), formant frequencies of vowels

(Houde and Jordan, 1998, 2002; Purcell and Munhall,

2006a,b; Villacorta et al., 2007; MacDonald et al., 2010;

MacDonald et al., 2011; Mitsuya et al., 2011), or center of

gravity (CoG) of fricatives (Shiller et al., 2009; Casserly,

2011; Klein et al., 2019), responses were mainly exhibited

in the opposite direction to the applied shift, causing com-
pensation for the received feedback. While spectral altera-

tions have been extensively studied, much less is known

about the impact of focal temporal auditory feedback altera-

tions on speech production. The current study aims at filling

this gap by applying auditory feedback perturbations in the

temporal domain with a specific focus on different prosodic

positions within the syllable.

Spectral auditory feedback perturbations revealed reac-

tions on different levels in response to applied shifts. While

some studies found compensatory responses in the control

of ongoing speech movements (online compensation), others

investigated the effects of compensatory adaptation for per-

turbed segments. Adaptation is a (compensatory) response

that indicates a modification of the underlying representa-

tions at the planning level of motor control, mostly notable

in a persistence of articulatory adjustments when normal

feedback is restored or a transfer of articulatory adjustments

to other (not perturbed) sounds of similar quality or in a sim-

ilar context (Houde and Jordan, 1998, 2002; Villacorta

et al., 2007; Caudrelier et al., 2016). Online compensation

and adaptation have mainly been elicited in two different

experimental paradigms. While some studies applied unex-

pected feedback shifts in a small number of random trials to

interfere with the online control of speech, others used con-

sistently perturbed feedback, thus targeting the predictions

about properties of speech sounds. With unexpected, ran-

domly applied perturbations, compensatory responses were

found with a latency typically between �120 and 200 ms

after perturbation onset (Burnett et al., 1998; Donath et al.,
2002; Xu et al., 2004; Purcell and Munhall, 2006b;

Tourville et al., 2008; Niziolek and Guenther, 2013). This

reaction indicates that the motor system is capable of adjust-

ing online in moment-to-moment control during the execu-

tion of sustained vowels or more complex sound patterns,a)Electronic mail: Miriam.Oschkinat@phonetik.uni-muenchen.de
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such as syllables, but with a delay caused by the latency of

sensory feedback in feedback-feedforward loops. With the

other paradigm of consistent perturbation and compensatory

reactions after a period of training, a continuous mismatch

between predictions and actual received feedback leads to a

modification of the underlying motor plan. The latter

method can trigger more local compensatory responses that

take effect exactly at that part of the speech signal that has

been perturbed. Thus, predictions are made (or updated)

based on previous trials, bypassing the fact that auditory

feedback is too slow for closed-loop online control (Purcell

and Munhall, 2006a).

Together, the two compensatory mechanisms give

insight into the involvement of auditory feedback at differ-

ent levels of speech production. While online compensation

indicates a link between auditory feedback and the control

of ongoing speech, adaptation speaks for an involvement of

auditory feedback in the establishment and tuning of feed-

forward mechanisms. To date, several approaches to model-

ing speech production that incorporate a link between

auditory feedback and the control level can account for

online compensation to altered auditory feedback, like the

DIVA model (Guenther et al., 2006; Tourville and Guenther,

2011), state feedback control (Houde and Nagarajan, 2011;

Houde et al., 2014; Houde and Chang, 2015), or the FACTS
model (Ramanarayanan et al., 2016; Parrell et al., 2018;

Parrell et al., 2019b). The explanation of adaptation effects,

however, demands an integration of auditory feedback into

mechanisms at the planning level, as incorporated in the

DIVA model, the ACT (ion-based model of speech produc-
tion; Kr€oger et al., 2009), or more recent versions of

GEPETTO (Patri et al., 2018; Patri et al., 2019). One of the

most comprehensive approaches to modeling speech pro-

duction, and one that is able to account for both online com-

pensation and adaptation, is the DIVA model.

DIVA hypothesizes spatio-temporal target regions for

phonemes or syllables spanning auditory and somatosensory

dimensions. The sensory feedback serves to monitor and

evaluate the quality of the produced sound. If a production

is, for example, spectrally not located within the auditory

target dimensions of the desired speech sound, the com-

mands for articulatory movements in the current or follow-

ing productions will be updated to better match the desired

target. If the mismatch persists, the target dimensions can be

adjusted eventually. While the results of spectral auditory

feedback perturbation constitute strong support for the

DIVA framework, there is not much evidence about how

temporal properties of speech, such as duration of sounds

and the relation between them within syllables, are estab-

lished and controlled. In many approaches to modeling

speech production, temporal properties of speech are either

modeled as fixed but include auditory feedback (as in

DIVA, recent versions of GEPETTO, or ACT), or the con-

trol of speech timing is modeled dynamically but exclu-

sively through feedforward mechanisms, as in the

articulatory phonology/task-dynamics framework or the

FACTS model (see Parrell et al., 2019a, for an overview of

current models of speech motor control). It is true that task

dynamics assumes the availability of somatosensory feed-

back for error correction at the interarticulator level.

However, this feedback-based correction operates in task-

space with no feedback connection to the intergestural level,

where context-independent timing relations and gestural

activation patterns are represented.1

The coupling of action and perception specifically for

timing mechanisms has been investigated comparatively

infrequently in speech sciences but has experienced a broad

focus of interest in cognitive sciences and music research.

The anticipation and precise timing of motor execution,

termed predictive timing (Debrabant et al., 2012), has

mainly been studied through, for example, the coordination

of rhythmic motor action to an external beat (Repp and Su,

2013, for an overview). In such tasks, an internal prediction

of timing is generated and updated with increasing success

in matching the auditorily received beat. Turning back to

speech production, it seems that also here, planning and exe-

cution comprise predictions about the time and time frame

of a particular speech sound (Kotz and Schwartze, 2010).

Further evidence for this assumption is provided by research

on people who stutter: While people who stutter show an

impairment in the precise timing of speech sounds, particu-

larly in syllable onsets (see, e.g., Hubbard, 1998; Max and

Gracco, 2005; Etchell et al., 2014), they also show deficits

in nonspeech predictive timing tasks, such as tapping to a

beat (Falk et al., 2015).

For a better understanding of predictive timing mecha-

nisms in speech, focal temporal auditory feedback perturba-

tion should give insight into the monitoring of speech

timing and the flexibility of the motor system to update tem-

poral representations. Cai et al. (2011) examined the online

control of speech timing by disrupting the temporal fine

structure of an utterance with temporally altered auditory

feedback. They altered the F2 minimum of the vowel [u] in

“owe” within the utterance “I owe you a yo-yo.” In one per-

turbation condition, the F2 minimum was either accelerated,

whereby it was perceived earlier in time, while in another

condition it was decelerated, eliciting a later percept of the

vowel target. They found reactions in the same direction as

the perturbation for the deceleration condition (global delay-

ing/lengthening of following segments). However, there is

no clear indication of what a specific adjustment in the other

direction would comprise: Keeping in mind the general

reaction latency to unpredicted perturbations, an anticipation

of the following segments as a reaction to the unexpected

temporal perturbation might have been rather improbable in

our opinion. Certainly, Cai et al. (2011) were able to show

that subjects react to an unpredicted perturbation of per-

ceived timing. With the global delay in reaction, however,

their study could not directly give information about tempo-

ral representations of specific speech sounds nor indicate a

specific compensatory behavior.

Taking this into account, we make the general assump-

tion that online compensation to focal temporal perturbation

is not possible. Unlike spectral properties of speech that
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evolve over time, temporal dimensions (e.g., sound dura-

tions) cannot be adjusted instantly within the ongoing pro-

duction since the duration of a segment is not determinable

until it has been perceived in its entirety.

A different approach to altering speech timing is found

in the study by Mitsuya et al. (2014). Their study altered

contrastive phonation timing of voice onset time (VOT)

with an adaptation paradigm of persistent and constant per-

turbation. Subjects either produced the word “dipper” or the

word “tipper” while receiving a prerecorded version of their

own productions of the other token. Unlike Cai et al. (2011),

the total duration of a sound segment (VOT of the initial

plosive) was altered in the auditory feedback, although not

in real-time. They found adaptive compensation of around

15%–20% for the perturbed segments, indicating that audi-

tory feedback plays a role in temporal planning of phona-

tion. However, as subjects were receiving prerecorded

tokens, their compensation did not actually have any effect

on the perceived outcome. Very recently, the study by

Floegel et al. (2020) combined both spectral and temporal

real-time auditory feedback perturbations with functional

magnetic resonance imaging (fMRI). With a real-time adap-

tation paradigm, they stretched single sounds in monosyl-

labic words whereby subjects compensated with a

shortening of the perturbed segments.

In previous spectral or temporal perturbations, while

vowels and consonants at different locations within the syl-

lable have been perturbed, prosodic functions of the differ-

ent parts of the syllable have nonetheless not been taken

directly into consideration as an influencing factor. In tem-

poral perturbation of fluent speech, there are, however, good

reasons to assume that prosodic functions of different parts

of the syllable could be highly influential for the behavioral

reaction. Notably, the articulatory phonology/task dynamics

framework has elaborated different timing and coordinative

patterns for segments as a function of the syllable position.

With respect to the syllable structure, intergestural timing

was modeled with coupled planning oscillators, which may

couple mainly in-phase or antiphase with each other in fluent

speech (Goldstein et al., 2009; Nam et al., 2009). Hereby, dif-

ferent coordinative relations (coupling topologies) between

gestures were found for onset vs coda position. Onsets are cou-

pled antiphase with each other but in-phase with the vowel to

form a global coordination structure, while vowel þ coda seg-

ments constitute rather local patterns of coordination, each

being coupled antiphase with the preceding sound. The in-

phase coupling with the vowel exhibited in onsets is assumed

to represent a more stable coupling topology than the purely

local coupling in the coda, which allows for higher variability

in timing of codas but constitutes greater articulatory stability

for onsets (Byrd, 1996; Browman and Goldstein, 2000;

Goldstein and Pouplier, 2014).

The current study aims at testing how coupling concepts

of speech timing anchored in feedforward mechanisms

might combine with the idea that auditory feedback interacts

with the planning and control of speech timing. More specif-

ically, using a temporal auditory feedback adaptation

paradigm, absolute durations of sounds with different func-

tionality for syllable timing will be stretched and com-

pressed in real-time.

Based on this consideration, we are led to a design with

two experimental conditions: First, manipulations are

applied to onset þ vowel (CCV) in consonant-consonant-

vowel-consonant (CCVC) syllable (onset condition), and

second to vowel þ coda (VCC) in a CVCC syllable with

similar phonological and lexical context (coda condition).

We predict durational adjustments of the perturbed seg-

ments in the opposite direction to the applied shift. Since

onset þ vowel sequences show greater temporal stability in

feedforward control than vowel þ coda, we expect them to

be less malleable in the face of an auditory perturbation.

The manipulation we present in this study can thus be

expected to give further insight into potentially different under-

lying timing mechanisms related to different structural loca-

tions in the syllable. We believe that the influence of such

structural considerations on the malleability of motor represen-

tations is a neglected issue in perturbation studies in general,

and, as we have argued above, is likely to be particularly rele-

vant specifically in the field of temporal perturbations. By

employing consistent perturbations that can be expected to

become predictable for the subject, we can study compensatory

reactions exactly at the perturbation location itself and conse-

quently shed light on the representation of temporal properties

of the individual speech sound. In addition to the focus on syl-

lable structure, further motivation for the present study is given

quite simply by how little is known about the extent to which

temporal properties of speech follow similar mechanisms in

speech planning to those for spectral/spatial properties.

The studies of Cai et al. (2011), Mitsuya et al. (2014), and

Floegel et al. (2020) all lead to the general expectation that

subjects are indeed sensitive to focal temporal auditory feed-

back perturbation and the studies of Mitsuya et al. (2014) and

Floegel et al. (2020) (again, in analogy to spectral perturba-

tions) lead to the general expectation that subjects show com-

pensatory durational adjustments. However, these two studies

(of particular relevance to our own) were quite naturally only

able to address compensatory behavior in a small subset of

potentially relevant contexts: Mitsuya et al. (2014) looked at a

specific subsegmental phonological contrast in single disyllabic

words, and Floegel et al. (2020) stretched single sounds in iso-

lated monosyllables. Thus, essentially nothing is known about

how additional possible prosodic and segmental contexts may

affect compensatory behavior. Our study aims to contribute to

this more general understanding by investigating the effect of a

more complex bidirectional perturbation applied to multiple

segments within a syllable, which, in turn, is part of a complete

multisyllabic phrase.

II. METHODS

A. Speech material and subjects

The experimental setup was geared to enable real-time

auditory feedback alterations to a CCV sequence (onset con-

dition) and a VCC sequence (coda condition), both with
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similar phonological context and lexical frequency.

Therefore, for the onset perturbation condition, the German

word “Pfannkuchen” (/’pfanku:x@n/, pancake/s) was chosen,

and for the coda perturbation condition, the German word

“Napfkuchen” (/’napfku:x@n/, ring cake/s) was chosen. The

first syllable of each word (“Pfann” /pfan/ or “Napf” /napf/,

respectively) was the focus of interest for manipulation.

Manipulations covered the onset consonants and the vowel

(/pfa/) in the onset condition and the vowel and the coda

consonants (/apf/) in the coda condition. Unlike spectral per-

turbations, where a defined amount of upward or downward

spectral shift can be systematically applied to the signal, the

creation of real-time temporally altered feedback of multi-

syllabic speech holds the constraint that it is mandatory to

first stretch segments before compressing others. With only

a stretching of segments, the following signal would be per-

ceived as overall delayed, whereas compression on its own

is not possible because, in this case, the signal needed as

feedback would not yet have been produced.

For the present experiment, the component durations of

the CCV and VCC sequences (/pfa/ for the onset condition

and /apf/ for the coda condition) were, respectively,

stretched (first 50% of the sequence) and compressed (sec-

ond 50% of the sequence) and fed back almost in real-time.

Hence, in the onset condition the onset consonants (CC (/pf/)

were mostly stretched and the vowel (/a/) compressed,

whereas in the coda condition, the vowel (/a/) was stretched

and the coda consonants (CC /pf/) were mostly compressed.

The amount of perturbation was in proportion to the individ-

ually produced segment length and, hence, not equal in abso-

lute duration over all subjects. Examples of perturbation for

both onset and coda conditions can be found in Figs. 1(A)

and 1(B), respectively.

The test words were spoken after the carrier word

“besser” (/’bEsÆ/, better), resulting in the German phrases

“besser Pfannkuchen” or “besser Napfkuchen.”

Forty-five monolingual native speakers of German

between 19 and 30 years of age (mean age, 23 years old, 34

females) participated in both experiment conditions, the onset

and the coda manipulation. The order of testing was counter-

balanced over subjects. None of them claimed to have any

speech or voice disorder nor any hearing impairments.

Subjects were compensated for their participation.

B. Experimental setup

The experiment was conducted in MATLAB (The

MathWorks Inc., Natick, MA) using the AUDAPTER soft-

ware package of Cai et al. (2008). Originally developed for

formant manipulations in utterances with continuous voic-

ing, further versions allow for delay shifts, time warping,

and pitch shifts in all kinds of utterances (Cai et al., 2011;

Tourville et al., 2013). Audapter is coded in Cþþ and

implemented in MATLAB for configurable real-time manipula-

tion of acoustic parameters of speech. The software package

includes both the core algorithms for real-time speech signal

processing and, additionally, wrap-arounds in MATLAB sup-

porting psychophysical experiments (Cai, 2014).

Because the perturbation is supposed to target a prese-

lected part of an utterance, there is a need for an online sta-

tus tracking (OST), which contains a set of heuristic rules to

recognize specific segments in speech. The OST is based on

detection of user-configurable predefined high- and low-

frequency weighted intensity thresholds based on the speech

signal’s short-time root-mean-square (RMS) amplitude. In

this experiment, the end of the OST marks the start of the

perturbation section where the manipulation is applied. OST

thresholds were set up to track the single phonemes in the

word “besser” (/bEsÆ/). The onset of the /Æ/ was the last

automatically tracked OST state. From the onset of the /Æ/ to

the onset of /p/ in Pfannkuchen or the onset of /a/ in

Napfkuchen, an individual amount of elapsed time was

implemented per subject as a final individual OST state. To

estimate the amount of elapsed time and the length of the

perturbation section (the length of the CCV and VCC

sequences), each subject underwent a pretest per experiment

condition that comprised 15–20 productions of the desired

utterance without perturbation. These trials served as prac-

tice to produce the sequence naturally and at a constant

speech tempo. Subsequently, the experimenter measured the

mean elapsed time and the mean CCV (/pfa/) or VCC (/apf/)

duration from the pretest trials and embedded those into the

test procedure as the final OST state and the time frame for

the perturbation section. Before the testing started, one

token that was the closest to the mean elapsed time and

mean CCV/VCC measure was presented to the subject as an

example token for their speaking rate.

Subjects wore E-A-RToneTM 3A in-ear earphones with

E-A-RLINK foam eartips (3M, Saint Paul, MN) for per-

turbed feedback and a Sennheiser H74 headset microphone

(Wedemark, Germany) placed 3 cm from the corner of the

mouth. The foam eartips ensure that the manipulated feed-

back rather than the airborne sound is predominantly per-

ceived and also minimizes the occlusion effect [see Fig.

1(C) for the setup]. Subjects spoke the target phrase (“besser

Pfannkuchen” or “besser” Napfkuchen) 110 times per condi-

tion. The phrase was lexically presented on a screen, and the

time span of recording was indicated by a green frame

around the target phrase. The duration of each recording

was set to 2.5 s, which allowed the subjects to choose an

individual comfortable and natural speaking rate without

providing too much time for high variability in the speaking

rate within and between subjects. Throughout the experi-

ment, subjects were required to keep their speech rate as

constant as possible. The spoken signal was fed through a

MOTU MicroBook II (Cambridge, MA) to the computer,

where the perturbation algorithm was applied. The manipu-

lated signal was then sent back through a PreSonus Monitor

Station (Baton Rouge, LA) and amplified via a PreSonus

HP4 headphone amplifier before it reached the subject’s

ears with a total delay of not more than 24 ms. The playback

volume was set to a comfortable level but loud enough to

ensure that they did not hear their own airborne sound. The
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FIG. 1. (Color online) (A) Spectrograms of a baseline trial per condition of one subject. The onset perturbation condition appears in the left panels

(“besser Pfannkuchen,” bold section visible in the spectrograms) and the coda perturbation condition appears in the right panels (“besser

Napfkuchen,” bold section visible in the spectrograms). The upper panels show the produced signal of the baseline trial (B1), and the lower panels

show a simulated maximum perturbation of the same trial (B2*). The simulation of the perturbation in the baseline visualizes the perturbation of a

trial that is not already produced with articulatory adjustments to the perturbation and gives a “clean” indication of full perturbation. Segments of

interest are marked above the spectrogram with their durations shown below the spectograms. The green-blue bars below the upper spectrograms

mark the perturbation section. The signal comprising the first half of the perturbation section was stretched (green bar) and the signal in the second

half of the perturbation section was compressed (blue bar), resulting in the sound durations in the panel below (B2*). Note that the perturbed signal

includes the Audapter delay of 24 ms. (B) spectrograms of a hold trial per condition of the same subject as in (A). H1 shows the produced signal of a

hold trial, and H2 shows the perturbed feedback of the same trial. The onset perturbation condition appears in the left panels (besser Pfannkuchen,

bold section visible in the spectrograms) and the coda perturbation condition appears in the right panels (besser Napfkuchen, bold section visible in

the spectrograms). Segments of interest are marked above the spectrogram and their durations are marked below the spectrogram. Note that produc-

tions in the upper panels might already be produced compensatorily. The green-blue bars below the upper spectrograms mark the perturbation sec-

tion. The signal comprising the first half of the perturbation section was stretched (green bar) and the signal in the second half of the perturbation

section was compressed (blue bar), resulting in the sound durations in the panel below (H2). Note that the perturbed signal includes the Audapter

delay of 24 ms. (C) Experimental setup. (D) Visualization of the four phases of the experiment and the applied perturbation in each phase. The green

line visualizes the stretching and the blue line visualizes the compression.
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level was based on tests with pilot subjects and was kept

constant for all further subjects with an adequate modulation

of the microphone level for each subject’s speech. Subject

and experimenter were able to communicate during the

whole session.

Perturbation was applied in phases with different per-

turbation magnitudes as was done in previous studies (e.g.,

Purcell and Munhall, 2006a). First, there was a baseline

with no perturbation (20 trials), followed by a ramp phase

with gradually increasing perturbation (30 trials), after that,

the maximum amount of perturbation was held for another

30 trials (hold phase), and the experiment was completed

after 30 further trials with no perturbation again [aftereffect

phase; Fig. 1(D)]. In the hold phase with maximum pertur-

bation, the first half of the perturbation section was stretched

to 1.8 times the input duration while the second half of the

perturbation section was compressed to 0.2 times the input

duration.

III. ANALYSES

A. Data handling

For the analyses, all trials with dysfluencies or slips of

the tongue and utterances that exceeded the recording win-

dow were discarded (“rubbish trials”). Per subject and per-

turbation condition, all ramp and hold trials in which the

perturbation of the vowel /a/ or the CC segment /pf/ did not

take effect in the intended perturbation direction (caused,

e.g., by a malfunction of tracking, a poor fit of the perturba-

tion section, or a high variance in speaking rate) were

excluded with an automated MATLAB script. Subjects with

less than 16 out of 30 acceptable hold trials were excluded

from following calculations; hence, the number of hold

phase trials varied between 30 and 16 trials per subject.

Visual examination of the data indicated that with a mini-

mum of 16 perturbed trials, the number of available trials

did not cause any systematic effects. After excluding sub-

jects with less than 16 acceptable hold phase trials, data

were available for 34 subjects for the onset condition (mean,

23 years old; 27 female) and 33 subjects for the coda condi-

tion (mean, 23 years old; 27 female). Twenty-eight of those

subjects provided data for both perturbation conditions.

From a total of 3740 trials in the onset condition (34 sub-

jects � 110 trials), 166 trials were discarded (rubbish trials,

14; poor fit of the perturbation section, 152). In the coda

condition from 3630 trials (33 subjects � 110 trials), 149 tri-

als were excluded (rubbish trials, 18; poor fit of the pertur-

bation section, 131).

The majority of female subjects is mainly caused by the

discrepancy in the readiness to participate in experiments in

the tested environment. To our knowledge, there is no study

that provides evidence for a sex-related difference in percep-

tion of auditory feedback and integration into the speech

motor plan for fluent speech (but see Chen et al., 2010, for

pitch in sustained vowels). Hence, the mentioned discrep-

ancy is not expected to cause a systematic sex-related effect

in this study.

B. Measures

Durations of each phonological segment of the spoken

utterance were defined and measured manually in PRAAT

(Boersma and Weenink, 1999). Subsequently, the measured

durations were normalized by word duration (“Pfannkuchen”

or “Napfkuchen”). Differences in normalized durations rather

reflect changes in duration of segments within the word as

opposed to changes in speaking rate (e.g., an overall slowing

down or speeding up during the experiment would show dif-

ferences in absolute segment durations but does not necessarily

indicate a duration difference of the segment within the word).

In previous studies, the first trials were often excluded due to

higher variance in speaking at the beginning of the experiment

FIG. 1. (Color online) (continued)
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(e.g., Mitsuya et al., 2014, excluded the first ten trials). In the

current study, higher variability in production during the first

nine trials was observed. Therefore, for all subjects the first 9

baseline trials were discarded, resulting in 11 baseline trials. A

baseline mean was calculated over those trials and the normal-

ized durations were referenced to this baseline mean, further

referred to as normalized relative durations.
Motivated by the hypotheses of the current study, the

following analyses focus on two segments per perturbation

condition, the CC segment /pf/ and the vowel /a/. Since it is

conceivable that the single CC consonants show individual

reaction patterns, the CC segment will subsequently be bro-

ken down into its components (C1 /p/ and C2 /f/), although

we have no clear hypothesis about their individual behav-

iors. Figure 2 visualizes the produced normalized relative

durations averaged over all subjects of the CC segment /pf/

(green dots) and the vowel /a/ (blue rhombuses). The base-

line mean (calculated from trials 10–20) represents the 0

line. Positive values indicate a lengthening and negative val-

ues indicate a shortening, relative to baseline productions.

The spoken signal is shown in solid colors, the perturbed

(heard) signal is shown with higher transparency. Please

note that the perturbed/heard signal does not represent a

one-to-one mapping of the applied perturbation because it is

possibly diminished by compensatory behavior. The differ-

ence between spoken (solid) and heard (transparent) signals

shows the mismatch between production and perception. A

perturbed signal that equals the baseline mean while the pro-

duced signal shows a deviation would indicate perfect com-

pensation. The visible patterns of articulatory behavior over

the course of the experiment will be analyzed further below.

IV. STATISTICAL METHODS AND RESULTS

The subsequent statistical examinations aim at captur-

ing three key effects of the present temporal auditory

feedback perturbation paradigm extracted from ramp, hold,

and aftereffect phases.

First, the ramp phase provides information about the

reaction threshold and sensitivity to gradually increased per-

turbation (Sec. IV A). Second, the hold phase analyses show

the directionality and magnitude of differences in hold phase

productions relative to baseline productions per segment

(CC and V) when maximum perturbation is applied (Sec.

IV B 1). Additionally, the reaction magnitude of the whole

perturbed segment (CCV and VCC) is set in relation to the

applied amount of perturbation (Sec. IV B 2). Last, the after-

effect phase analysis provides the span of trials for which

reactions may persist when normal feedback is abruptly

restored (Sec. IV C).

Each phase was modeled individually to capture the

within-phase behavior. Modeling over phase boundaries

(statistically or visually) could distort timepoint specific

effects related to the very different perturbation statuses of

the trials (e.g., the abrupt transition of maximum perturba-

tion to no perturbation from hold phase to aftereffect phase)

and was thereby avoided.

Statistical analyses were conducted with RStudio

(RStudio, 2015; R Core Team, 2018) and selected with

respect to expected reaction patterns based on the applied

perturbation.

A. Ramp phase

In the ramp phase, linearly increasing perturbation was

applied. With a possible delay in reaction, caused by the

need for a threshold that makes a perturbation (subcon-

sciously) audible, we expected a linear or nonlinear function

in production diverging from the baseline mean. For this

instance, general additive mixed models (GAMMs) were fit-

ted to the ramp phase. GAMMS account for linear or nonlin-

ear relationships in the data by relying on parametric terms

and smooth terms. The smooth terms define the shape of the

FIG. 2. (Color online) Normalized relative durations averaged over all subjects (n¼ 34 for the onset condition, n¼ 33 for the coda condition) per trial. The

vowel /a/ is shown in blue rhombuses and CC /pf/ is shown in green round dots. The spoken signal is shown in solid colors and the perturbed (heard) signal

is shown with higher transparency. The left panel visualizes the onset condition and the right panel visualizes the coda condition.
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fitted curve by adding up basis functions to a more complex

curve until it fits the data properly. Unlike general additive

models (GAMs), the mixed design incorporates random

effects. Additionally to random slope and random intercept,

a random smooth parameter enables the capturing of by-

group variation in the nonlinear effects (S�oskuthy, 2017).

With the R packages mgcv (Wood, 2011, 2017) and

itsadug (van Rij et al., 2017), one model was fitted per per-

turbation condition (onset/coda), including both segments of

interest (CC/V). The data included trials of the ramp phase

(trials 21–50) exclusively. The GAMMS were fitted to nor-

malized relative durations (the outcome variable) with the

following terms: segment (V or CC) as a parametric term

(average difference in normalized relative duration depend-

ing on segment), a smooth term over the trial number (non-

linear effect of the trial number on the normalized relative

duration) by segment, and a by-segment factor random

smooth nested within subject over trial number with penalty

order m¼ 1 (to model inter-speaker variation).

The models were calculated to visualize the significant

reaction over time rather than to report p-values. Statistical

results could summarize comparisons of the means between

ramp phase and baseline, which is not necessarily useful

when the main interest lies in the point in time (trial num-

ber) where reactions start to diverge significantly from the

baseline. Visualizations of the models provide the span of

the trials with significant effects for each segment (Fig. 3).

These indicate how sensitively subjects react to the intro-

duction of perturbation.

In the onset condition, the model suggested a significant

deviation from 0 for the vowel around trial number 35

(15 trials after perturbation onset, compression of the per-

turbed part to �61% of its original length) to the end of the

ramp phase. No significant effect was found for the CC seg-

ment. In the coda condition, vowel durations differed signif-

icantly from 0 from trial 33 to the end of the ramp phase (13

trials after perturbation onset, stretching of the perturbed

part to �133% of its original length), and a significant reac-

tion for the CC segment from trial number 27 to the end of

the ramp phase (7 trials after perturbation onset, compress-

ing the perturbed part to �83% of its original length).

Figure 3 shows the produced differences over the ramp

phase and the span of significant deviation from the baseline

mean (zero). With a significant effect around the same trial

for the vowel in onset and coda conditions, the sensitivity to

vowel perturbation seems not to be influenced by the pertur-

bation direction (stretching or compressing) or whether it is

the first or second perturbed segment.

B. Hold phase

1. Produced segment durations

The trials of the baseline and hold phase were exposed

to a continuous amount of perturbation, either to no pertur-

bation (all baseline trials) or maximum perturbation (all

hold trials). Consequently, a systematic effect over time

within one of the phases is not assumed. Therefore, linear

mixed models were fitted to estimate the differences

between baseline and hold phase productions using the

packages lme4 (Bates et al., 2015) and lmerTest
(Kuznetsova et al., 2017). One model was fitted per pertur-

bation condition (onset/coda), including both segments of

FIG. 3. (Color online) GAMM fits of the ramp phase, including random effects and confidence intervals (95%). The onset condition appears in the left pan-

els (34 subjects) and the Coda condition appears in the right panels (33 subjects). CC fits are shown in green and vowel fits are shown in blue. Dotted vertical

lines and thick horizontal lines mark the significance from zero for each sound.

J. Acoust. Soc. Am. 148 (3), September 2020 Miriam Oschkinat and Philip Hoole 1485

https://doi.org/10.1121/10.0001765

https://doi.org/10.1121/10.0001765


interest (V and CC). The normalized relative durations were

modeled as dependent variable with segment (V and CC) and

phase (baseline and hold phase) as predictors and an interac-

tion between segment and phase. Random effects included by-

subject intercepts and random slopes for phase and segment.

Post hoc pairwise comparisons on significant effects

between the phases per segment were performed using the

emmeans package (Lenth et al., 2018). The significance

level was Bonferroni-corrected as we calculated two models

for onset and coda conditions (a¼ 0.025). The post hoc
comparisons for the onset condition returned a significant

average lengthening of 8.8% (�11.5 ms) for the vowel /a/

[estimate, 8.76; standard error (SE), 1.59; degrees of free-

dom (df), 38.78; t.ratio, 5.5; p < 0.025]. No significant

effect was indicated for the CC segment /pf/ [average

lengthening of 0.5% (�2 ms; estimate, 0.5; SE, 1.59; df,

38.77; t.ratio, 0.317)]. For the coda condition, the model

revealed significant effects for the vowel /a/ with an average

shortening of 10.3% (�9 ms), which indicated a significant

compensatory response (estimate, �10.29; SE, 1.27; df,

42.72; t.ratio, �8.1; p < 0.025). For the CC segment /pf/,

the model indicated a significant compensatory response with

an average lengthening of 17.2% (�34 ms) in the hold phase

relative to the baseline (estimate, 17.15; SE, 1.27; df, 42.72;

t.ratio, 13.48; p < 0.025). Figure 4 summarizes the durations

in the hold phase relative to the baseline mean (zero).

For completeness, linear mixed models with specifica-

tions similar to those above were fitted for the single conso-

nants /p/ and /f/. One model was fitted per perturbation

condition, comprising both sounds of interest. As previ-

ously, post hoc testing with a Bonferroni-corrected signifi-

cance level revealed results for the single sounds. For the

onset consonant sequence /pf/ (onset condition), the model

reported a nonsignificant average shortening of 2.7%

(�3 ms) for C1 /p/ (estimate, �2.72; SE, 1.73; df, 54.88;

t.ratio, �1.57) and a nonsignificant lengthening of C2 /f/ of

3.8% (�5 ms; estimate, 3.85; SE, 1.73; df, 54.85; t.ratio,

2.22). For the coda condition, significant lengthening for

both sounds was observed with 18.7% (�15 ms) for C1 /p/

(estimate, 18.71; SE, 2.47; df, 43.59; t.ratio, 7.58; p
< 0.025), and 17.4% (�19 ms) for C2 /f/ (estimate, 17.45;

SE, 2.47; df, 43.58; t.ratio, 7.07; p < 0.025).

Figure 5 visualizes normalized relative durations for the

whole CC segment (green dots), C1 (blue squares), and C2

(orange triangles). The spoken signal is shown in solid col-

ors, the perturbed (heard) signal is shown with higher trans-

parency. As a caveat, if the subject adjusted productions for

the first part of the perturbation section (first sound onset

condition, C1 /p/; coda condition, V /a/), the sound in the

middle of the perturbation section (onset condition, C2 /f/;

coda condition, C1 /p/) could not be ensured to be always

perturbed in the right direction since temporal adjustments

altered the fit of the perturbation section (see Fig. 1 for visu-

alization of the fit of the perturbation section). Figure 5 indi-

cates that in the onset condition, both single consonants

have been stretched in perturbation (transparent dots,

squares, and triangles). In productions, C1 has been rather

compensatorily shortened (blue solid squares) while C2 /f/

has been lengthened, indicating a following of the perturba-

tion (orange solid triangles). In the coda condition, C1 /p/

remained mostly unaffected by the perturbation (because

both the spoken and the heard signal have approximately the

same durations, solid and transparent blue squares), whereas

C2 /f/ was compressed (orange transparent triangles). Still,

both sounds were lengthened in production, compensating

for the duration of the whole CC segment (solid triangles

and squares). The observed patterns will be further inter-

preted in Sec. V (the discussion).

FIG. 4. (Color online) Normalized relative durations in the hold phase relative to the baseline mean (0) for vowel /a/ and CC /pf/ in the onset perturbation

condition (34 subjects, left panel) and coda perturbation condition (33 subjects, right panel). Boxes correspond to the first and third quartiles and bars repre-

sent the median. Whiskers extend from the hinge to the highest/smallest value but no further than 1.5 interquartile range (IQR). Data beyond the whiskers

are outliers. Individual subjects are represented with colored dots where Green dots mark the compensatory behavior and golden dots mark a following of

the perturbation direction.
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2. Compensation relative to perturbation

The analysis of duration differences between the base-

line and hold phase has shown that subjects are capable of

compensatory responses for perturbations in the temporal

domain in both directions (i.e., shortening of the vowel and

lengthening of CC in the coda condition). The compensation

values represented the produced duration difference relative

to the baseline. To determine how strong this compensation

was relative to the applied perturbation, an additional mea-

sure was calculated that incorporates the amount of pertur-

bation and takes into account that perturbation is applied to

sounds that may already be produced compensatorily.

Further, reactions to the whole perturbed sequence (CCV /pfa/,

onset condition, and VCC /apf/, coda condition) were taken

into consideration. To estimate the relation between

applied perturbation and compensation of a segment, abso-

lute sound durations form the bases for the following cal-

culations. These give insight into the strength of the

reaction relative to perturbation and allow a comparison

between onset and coda perturbations for the whole per-

turbed sequence (VCC/CCV). To ensure a clean compari-

son between onset and coda conditions, only subjects with

data in both perturbation conditions were included in the

following calculations (28 subjects; mean, 23 years old; 23

females).

The point of departure is a two-dimensional coordinate

system, wherein the segment durations of the first segment

(CC for the onset condition and V for the coda condition)

are on the x axis and the durations of the second segment

(V for the onset condition and CC for the coda condition)

are on the y axis [for visualization, see Figs. 6(A) and 6(B)].

For the following calculations, two signals were con-

sidered for each phase, baseline (B) and hold phase (H):

the original signal spoken by the subject (1) and the per-

turbed feedback signal heard by the subject (2). Although

there was no perturbation applied in the baseline, a simula-

tion of the signal with perturbation was generated to esti-

mate the maximum perturbation on a signal without

reaction (B2*). The durations were referenced to mean

baseline productions (B1), hence, B1 is at the zero-

crossing for both axes. As before, for the calculation of the

baseline mean, the first nine baseline trials were excluded.

Examples of the signals can be found in Fig. 1. Figure 1(A)

shows the signal of a baseline trial spoken by a subject

(B1) and below the simulated perturbation of that signal

(B2*). Figure 1(B) shows the production of a hold trial

from the same subject (H1) and the perturbed signal of the

same trial below (H2).

A mean perturbation was calculated from the mean of

(simulated) maximum perturbation without compensation in

the baseline (Euclidian distance jB1-B2*j, Figs. 6(A) and

6(B), dashed line) and perturbation on a signal that perhaps

includes a reaction in the hold phase [Euclidian distance

jH1-H2j, Figs. 6(A) and 6(B), dashed line; see Eq. (1)].

Assuming that subjects intuitively aim to match the received

auditory feedback with the intended speech sound through

compensation, a closer distance between B1 (spoken and

heard signals without perturbation) and H2 [heard signal

(perturbed auditory feedback) in the hold phase] would

mean a stronger compensation. If H2 equals B1, the reaction

is interpreted as perfect compensation, meaning that the sub-

ject heard the signal he or she intended to speak. The

Euclidian distance of jB1-H2j (solid line) was then divided

by the mean perturbation and scaled to percent values [see

Eq. (2)] forming our compensation values.

mean perturbation ¼ jB1� B2j þ jH1� H2j
2

(1)

compensation ¼ 1� jB1� H2j
mean perturbation

� �
100 (2)

FIG. 5. (Color online) Normalized relative durations averaged over all subjects (n¼ 34 for the onset condition, n¼ 33 for the coda condition) per trial. The

CC /pf/ is shown in green round dots, C1 /p/ is shown in blue squares, and C2 /f/ is shown in orange triangles. The spoken signal is shown in solid colors,

and the perturbed (heard) signal is shown with higher transparency. The onset perturbation condition is shown in the left panel and the coda perturbation

condition is shown in the right panel.
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Based on these calculations, we observed compensation rel-

ative to perturbation between �19% and 29% for the onset

condition [mean¼ 4%, standard deviation (sd)¼ 11.7,

median¼ 3%], and between �36% and 74% (mean¼ 31%,

sd¼ 21.5, median¼ 35%) for the coda condition. A nega-

tive value results from a following of the perturbation (for at

least one of the perturbed segments /a/ or /pf/). A paired t-
test was executed to estimate the relation of onset compen-

sation to coda compensation, which turned out to be signifi-

cant, showing greater compensation in the coda condition

[t¼�5.3, p < 0.001, visualized in Fig. 6(C)].

C. Aftereffect phase

The preceding analyses of the hold phase showed tem-

poral adjustments as a reaction to the perturbation for all

sounds of interest except for the CC segment /pf/ in the

onset condition. The following calculations aimed to exam-

ine the stability of the produced compensatory adjustments

after perturbation was removed. A persistence of articula-

tory adjustments into the aftereffect phase could indicate

that the underlying motor plan of speech execution experi-

enced a stable realignment in connection with the perceived

auditory feedback. For the aftereffect phase, in which audi-

tory feedback was abruptly restored, we expected the behav-

ioral data to show either linear or nonlinear functions

peaking off from maximum compensation toward the base-

line mean again. To capture these possible patterns,

GAMMS were fitted over all trials of the aftereffect phase

(trials 81–110).

As previously done for ramp phase examination (see

Sec. IV A), one GAMM was fitted per perturbation condi-

tion (onset/coda) to normalized relative durations (the out-

come variable) with the following terms: segment (V or CC)

as a parametric term (average difference in normalized rela-

tive duration depending on segment), a smooth term over

trial number (nonlinear effect of trial number on normalized

relative duration) by segment, and a by-segment factor ran-

dom smooth nested within subject over trial number with

penalty order m¼ 1 (to model inter-speaker variation).

The model for the onset condition suggested no signifi-

cant effect in the aftereffect phase for either the V or CC

segment (which was expected for the CC segment because

no significant effect was shown during the hold phase). For

the coda condition, the model suggested a persistent signifi-

cant reaction for the vowel until trial 93 and for the CC seg-

ment until trial 108, the latter comprising almost the whole

aftereffect phase. Hence, persistent articulatory adjustments

were shown for both sounds of the coda condition. The

GAMM fits are visualized in Fig. 7.

V. DISCUSSION

The data reported in the current study reveal sensitiv-

ity to real-time temporal auditory feedback perturbation.

Subjects were found to mainly compensate in the opposite

direction to the applied shift for the vowel /a/ in both per-

turbation conditions (onset condition, /pfa/; coda condition,

/apf/) for the CC segment /pf/ in the coda condition but not

for the CC segment in the onset condition (which will be

discussed further below). With a significant effect around

the same trial during the ramp phase for the vowel in both

conditions, the sensitivity to vowel perturbation seems not

to be influenced by the perturbation direction (stretching or

compressing) or whether it is the first segment (coda condi-

tion) or second segment (onset condition) of the perturbed

section.

A. Adaptation and reactive feedback control

In the coda perturbation condition, articulatory adjust-

ments were found to persist significantly for several trials

after perturbation was removed for both perturbed segments

CC and V. This pattern indicates a fine-tuning of the

FIG. 6. (Color online) (A) and (B) show mean durations (s) of both segments of interest (V /a/ and CC /pf/) over 28 subjects per perturbation condition rela-

tive to the baseline mean (0/0). The first segment of the perturbation section is on the x axis and the second segment of the perturbation section is on the y
axis. Points labelled “B” mark baseline durations and “H” marks the hold phase durations. B1 and H1 represent the signal spoken by the subject, B2* and

H2 represent the (*simulated) perturbed feedback. (A) shows the onset condition and (B) shows the coda condition. (C) The compensation magnitude rela-

tive to perturbation for onset and coda perturbation conditions for 28 subjects. Values incorporate both perturbed segments of interest (V /a/ and CC /pf/).

Boxes correspond to the first and third quartiles and bars represent the median. Whiskers extend from the hinge to the highest/smallest value no further than

1.5 IQR. Data beyond the whiskers are outliers. Dots mark individual subjects and are linked by solid lines. Green dots/lines mark those subjects that com-

pensated more in coda than in onset (n¼ 26) and gold dots/lines mark the subjects that compensated more in onset than in coda (n¼ 2).
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underlying motor plan for the temporal features of the pro-

duced speech sounds (adaptation). However, for the vowel

in the onset perturbation condition, there was significant

compensation during maximum perturbation (hold phase)

but no persistent temporal adjustment after normal feedback

was restored (aftereffect phase). This effect requires further

explanation since we argue that online compensation to per-

turbed sound duration is not possible: Local adjustments to

altered sound durations cannot be processed and executed

instantly within the same trial because the duration of a

sound is not determinable until it has been entirely per-

ceived. However, the lengthening of the vowel in the CCV

condition might not only result from the perturbatory com-

pression of the vowel itself but could also be caused partly

by the perturbatory stretching of the onset segment CC.

This leads us to a general remark about the processing

possibilities in the first and second halves of the perturbation

section: Recall (e.g., from Fig. 1) that the total duration of

the perturbation section was on the order of up to 300 ms.

Thus, the second half (where perturbatory compression is

applied) is about 150 ms from the overall onset of perturba-

tion. Based on what is known about the latency of responses

to sudden formant and pitch perturbations, it is possible that

the subject response in the second half of our perturbation

section is not just compensation for this perturbation but

also an online reaction to what has occurred in the first part

of the perturbation phase.

The lengthening of the vowel in production might have

been a within-trial feedback reaction to the stretched percept

of the preceding CC segment with the aim of keeping the

relation between CC and V more constant. Contrarily, the

timing relations in production between V and CC for the

VCC sequence in the coda condition diverge with increased

perturbation. The hypothesized reactive feedback control

pattern in the onset condition is reminiscent of the findings

of Cai et al. (2011). They confused the subjects’ expecta-

tions about the extent of a segment by altering its temporal

midpoint (spectral target) but kept the total sound duration

constant. Their subjects delayed following productions in

the utterance when the perturbed target was decelerated but

showed no significant reaction to the acceleration of the

spectral target in perturbation.

The more constant temporal relationship between the

onset CC segment and V in production indicates greater sta-

bility in CCV timing patterns than in VCC sequences. A

more stable timing relation in CCV might also be slower to

update persistently. Further support for this assumption can

be derived from a modeling study by Nam and Saltzman

(2003): In modeling the coupling relations of CCV and

VCC, they added noise to the coupling potential function,

simulating trial-to-trial variability or changes in the speak-

ing rate. They demonstrated that the coupled oscillator

model can account for greater stability and different relative

timing for onsets in CCV sequences compared to codas in

VCC sequences when variability is increased. If we consider

this interference to the system as a form of perturbation,

then their study found, in the gestural domain, similar

effects to the acoustic results of the present study regarding

onset stability. Consequently, there might have been some

update of temporal vowel representation in the CCV condi-

tion, but this was clearly less stable than the update for the

perturbed segments in the coda condition. The persistent

FIG. 7. (Color online) GAMM fits of the aftereffect phase, including random effects and confidence intervals (95%). The onset condition appears in the left

panels (34 subjects) and the coda condition appears in the right panels (33 subjects). The CC fits are shown in green and the vowel fits are shown in blue.

Dotted vertical lines and thick horizontal lines mark the significant deviation from zero for each sound.
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adjustments for both of the coda segments indicate predomi-

nately adaptive behavior.

Adaptation effects have been shown before for spectral

parameters of speech, e.g., in formant or pitch manipulations

(Jones and Munhall, 2000, 2002; Purcell and Munhall,

2006b; Villacorta et al., 2007) or for alterations of CoG in

fricatives (Shiller et al., 2009). In perturbation of temporal

parameters of speech, Mitsuya et al. (2014) reported bidirec-

tional adaptation effects for temporally altered VOT of word-

initial plosives. Their study showed for the first time that tem-

poral properties of speech are influenced by auditory feedback

and can be compensated for in a predictive manner, albeit not

in real-time. Very recently, Floegel et al. (2020) showed adap-

tive shortening for stretched vowels or fricatives in real-time.

With the adaptation paradigm of the current study, it

was for the first time possible to elicit bidirectional reaction

patterns, viz., lengthening and shortening of segments in

multisyllabic speech as a compensatory reaction to a real-

time perturbation. Further, the data of the current study indi-

cate that the nature of the reaction to temporal perturbation

is affected by the syllable position, which has not been

found before. Unlike Mitsuya et al. (2014), the current study

did not reveal compensatory adaptation of timing properties

in the onset position. However, the effects of both studies

should be compared with caution since Mitsuya et al. (2014)

manipulated a part of a sound (VOT) rather than the total

duration, with the manipulated part, moreover, functioning

as a distinctive phonological cue. The unraveling of the

manipulated CC /pf/ onset segments in the current study

indicated similar effects to those of Mitsuya et al. (2014) in

the sense that subjects showed a certain amount of compen-

satory shortening for the initial plosive C1 /p/ (Fig. 5, blue

solid squares). Then again, subjects rather followed the per-

turbation direction in production by lengthening C2 /f/ (Fig.

5, orange solid triangles). Taken together, this resulted in an

(almost) equal duration of the whole CC onset segment

throughout the experiment (Fig. 5, green solid dots). This

indicates that it is, in principle, possible to elicit some tem-

poral articulatory adjustments in the onset of a syllable

(since there is a tendency for compensation of the first, left-

most consonant /p/), but in complex onsets, the timing of the

whole onset segment seems to be of higher motor priority.

In contrast, both consonant segments of the coda condition

showed an equally strong (compensatory) response in the

same direction, resulting in an overall lengthened CC coda

segment.

However, with an interaction between adaptation and

within-trial reactive feedback control due to the stretching-

compressing paradigm of the current study, it could also be

the case that subjects lengthen /f/ in the onset condition as a

reaction to the previous longer perceived /p/ (Fig. 5, left

panel, transparent blue rhombuses). This applies also to the

middle sound in the coda condition: The /p/ was mostly

lengthened in production even though (or due to the fact

that) it was not much affected by the perturbation. The

lengthening could have been a reaction to the longer percept

of the preceding vowel. Nevertheless, even after taking

these potential interferences into account, there still remain

greater articulatory adjustments for the coda perturbation

than for the onset perturbation. Thus, the compensatory

behavior persists for the first perturbed sound of the coda

condition (vowel /a/) but does not persist for the first sound

of the onset condition (consonant /p/), which underlines the

different nature of the compensatory behavior in onset vs

coda perturbation.

Taking stock up to this point, we would contend that

the shortening in production of the vowel in the coda condi-

tion must be an adaptive response (even in the hold phase)

since this sound is located in the first half of the perturbation

section before a reactive response seems plausible. The

response for the coda CC segment could have some reactive

component (as just discussed), but given the clear adaptive

response for V in the coda and the clear aftereffect for CC, a

strong adaptive component seems very likely.

For the onset condition, there is no unequivocal evi-

dence of adaptive effects, i.e., very little happens to the seg-

ments located in the first part of the perturbation section in

the hold phase, and there are no aftereffects for any seg-

ments. So even if it is not conclusively demonstrable just

with the data of this experiment, it is nonetheless tempting

to conclude that the predominant effects in the onset condi-

tion are within-trial reactive responses. In short, this leads to

our overall conclusion that temporal feedforward representa-

tions are much less malleable in the onset.

To examine the interaction between adaptation and

within-trial reactive feedback control more precisely, less

complex stimuli could be chosen with similar sounds in the

onset and coda positions.

B. Sensory interdependence and feedback
processing

When comparing onset and coda behavior, it remains a

concern that they have been treated differently in perturba-

tion. Whereas in the onset condition the CC segment was

mostly stretched, it was mostly compressed in the coda con-

dition (and vice versa for the vowel). Additionally, it can be

assumed that different sounds show different sensitivity to

perturbed auditory feedback. However, there is, to our

knowledge, no systematic prediction about why certain

sounds could only show adaptive behavior in one direction

(either lengthening or shortening, although there has to be a

physiological restriction in shortening), and the perturbation

of the same sounds in onset and coda conditions should

counterbalance for sound specific behavior.

The current study reported compensation magnitudes

relative to the applied perturbation of around 4% for onset

þ vowel perturbation and 31% for vowel þ coda perturba-

tion (Sec. IV B 2). The compensation to onset perturbation

was smaller overall than for coda perturbation due to the

nonsignificant reaction of the CC onset cluster. In both

cases, compensation remains incomplete, as previously

found for spectral auditory feedback perturbations with

compensation values of 25%–30% (Max et al., 2003;

Purcell and Munhall, 2006a; MacDonald et al., 2010;
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Mitsuya et al., 2011). Partial compensation for auditory

shifts has mainly been attributed to the contribution of

somatosensory feedback to speech production. When the

auditory feedback is altered, the somatosensory feedback

remains unchanged. Once articulation changes in the course

of compensation for the auditory discrepancy between target

and feedback, the mismatch in the auditory domain might

decrease. Concurrently, however, the mismatch between the

somatosensory target and somatosensory feedback

increases.

Research on the interaction between somatosensory and

auditory feedback has largely agreed on the latter’s predom-

inance ontogenetically with an earlier establishment of audi-

tory targets over somatosensory targets (Guenther, 2006).

Later on, adult speakers seem to establish an individual pref-

erence about the weighting of the different sensory feedback

channels in speech production (Lametti et al., 2012).

However, when a mismatch between one sensory reference

and the received feedback is introduced (e.g., an auditory

feedback perturbation), then not only individual preferences

but also the time of exposure and the magnitude of the feed-

back shift can evoke a dominance of one feedback domain

over the other (Purcell and Munhall, 2006b,a; Katseff et al.,
2012). Investigations on articulatory initiation have shown

that speakers adjust articulator posture before the actual ini-

tiation of the utterance, providing earlier access to somato-

sensory information well before auditory information can be

received (Kawamoto et al., 2008; Tilsen, 2016; Krause and

Kawamoto, 2019). Additionally, auditory information natu-

rally becomes perceivable later than somatosensory infor-

mation. In onsets, auditory feedback cannot provide

predictions about relative timing within a syllable, unlike

the case for codas in which information about onset and

vowel duration has already been auditorily received.

Taking this into consideration, we speculate that there

is not only an individual preference in sensory reliance but,

more intriguingly, also a different weighting in the interplay

between somatosensory and auditory feedback with respect

to the prosodic position within the syllable. A greater reli-

ance on somatosensory feedback of onsets could explain

their greater resistance to updating the motor plan when

(only) auditory feedback is perturbed. This idea is reinforced

by simulations on stuttering. Civier et al. (2010) found that

an overreliance on auditory feedback leads to syllable repe-

titions in onsets, suggesting that people who stutter show

impaired read-out of feedforward control and use auditory

feedback to a greater extent than fluent speakers.

However, an overreliance on somatosensory feedback

in onsets seems to be of higher importance for speech timing

than for spectral speech targets: The study by Shiller et al.
(2009) showed that spectral perturbation of the CoG of /s/

and /S/ in onset positions led to compensatory responses,

indicating that auditory feedback seems to play a role for

adjustments of spectral properties of speech sounds in

onsets.

Evidence for different processing of temporal and spec-

tral auditory speech information comes from the study by

Floegel et al. (2020). They tested lateralization of hemi-

spheric activation during the dichotic presentation of spec-

trally or temporally altered stimuli. In neuroanatomical

approaches to modeling speech production, the left hemi-

sphere is suggested to predominately host feedforward spec-

ifications, whereas the right hemisphere processes auditory

feedback (Tourville and Guenther, 2011). In auditory per-

ception, however, spectral features have been found to be

processed with right-lateralization while temporal features

are rather processed with left-lateralization (Flinker et al.,
2019). As the first study that combined both spectral and

temporal auditory feedback perturbation with fMRI,

Floegel et al. (2020) were able to show that both hemi-

spheres are involved in auditory feedback control with a

right-lateralization during spectral perturbations and a left-

lateralization during temporal perturbations. The localiza-

tion of both temporal processing and speech motor

programs in the left-hemisphere could underline our

assumption that critical temporal information for speech

flow might be more entrenched in the motor plan.

As a further interim summary before moving on, let us

note here that the preceding argumentation addresses both

feedback and feedforward mechanisms with the suggestion

that (1) speakers do not use auditory feedback for the timing

of onsets to the same degree as they do for codas, and (2)

the mismatch is (subconsciously) detected, but the motor

system is not capable of ultimately updating the putatively

very stable onset timing patterns in production within the

time-span of the experiment.

C. Nature of timing mechanisms in speech
and nonspeech

Coupling the idea that timing mechanisms for onsets

and codas rely to a different extent on auditory feedback

control with research on predictive timing, we can draw par-

allels to other nonspeech timing mechanisms that demand

prediction. Previous research outlined a distinction between

at least two timing mechanisms: relative/event-based timing,

which occurs relative to a predicted rhythmic event such as

a musical beat, and absolute/duration-based timing, which is

established on the absolute estimation of temporal intervals

(Grube et al., 2010; Teki et al., 2011; Arnal and Giraud,

2012; Teki et al., 2012; Grahn and Watson, 2013). Recent

neuroscientific research suggests that predictive timing in

both music and speech perception may be underpinned by

similar mechanisms, whereby recurrences of syllable onsets

are comparable to beats in music even if the former occur

only at quasi-periodic intervals in speech (Nozaradan et al.,
2012; Peelle and Davis, 2012). Further, there have also been

indications that forward prediction in music and language

may draw upon common timing mechanisms (Iversen et al.,
2009; Tierney and Kraus, 2014).

We consider that both timing mechanisms, event-based

and duration-based timing, might be involved when making

temporal predictions in complex auditory stimuli such as

speech. Accordingly, onset timing might likely be driven by

event-based timing mechanisms, whereby onset productions

J. Acoust. Soc. Am. 148 (3), September 2020 Miriam Oschkinat and Philip Hoole 1491

https://doi.org/10.1121/10.0001765

https://doi.org/10.1121/10.0001765


aim at ensuring a continuous speech flow. On the other

hand, the nucleus and coda of syllables contribute less to

syllable timing and might rather be predicted and executed

with underlying duration-based timing mechanisms within a

word or syllable time frame. It was found that event- and

duration-based timing mechanisms are also associated with

different brain regions. Teki et al. (2011) found a higher

activation in a striato-thalamocortical network during event-

based timing, comprising inter alia the supplementary motor

area and premotor cortex. Additionally, significant activa-

tions in an olivocerebellar network comprising the inferior

olive, vermis, and deep cerebellar nuclei, including the den-

tate nucleus, were shown for duration-based timing. The

premotor cortex and supplementary motor area were found

to be crucially relevant for the planning of internally gener-

ated complex motor movements within a precise timing

plan rather than relying on sensory information (Roland

et al., 1980; Gerloff et al., 1997). A classification of onset

timing as an event-based timing mechanism could explain

the greater resistance of onsets to temporally perturbed audi-

tory feedback due to a greater reliance on established inter-

nal predictive models firmly anchored in the motor plan.

This assumption is partially in line with previous research

by Kotz and Schwartze (2010), who attributed the planning

of temporal structure to the pre-supplementary motor area

and basal ganglia. Hereby the cerebellum serves as a pace-

maker for basic temporal structure, constituting a grid for

the temporal alignment of memory representations.

With the findings of the current study, we assume that

those planning mechanisms play a role for timing function-

ality in speech production dependent on syllable structure.

More support for this hypothesis comes from research on

people who stutter. It was shown that people who stutter

show different activity compared to fluent speakers in brain

regions that are involved in timing mechanisms, namely, the

basal ganglia-thalamocortical circuit and the cerebellum

(Brown et al., 2005; Watkins et al., 2007; Chang and Zhu,

2013). Hence, people who stutter show connectivity differ-

ences compared to fluent speakers in neural networks, which

are associated with self-initiated movement and internal

generation of rhythm (Chang and Zhu, 2013). In stuttering,

deficits occur not only in onsets of speech syllables; timing

deficits have also been reported in nonverbal beat-alignment

tasks that demand event-based timing predictions (Falk

et al., 2015). Additionally, people who stutter improve

speaking fluency when their speech is accompanied by an

external paced beat like a metronome. These observations

strengthen the assumption that onsets might be associated

with event-based predictive timing mechanisms while codas

rather follow principles of duration-based timing mecha-

nisms with the latter being influenced to a greater extent by

auditory feedback information.

Certainly, these assumptions need further verification,

for example, by testing the brain regions involved in both

discussed predictive timing mechanisms with respect to

their activity while producing and perceiving speech with

special attention to syllable structure.

D. Models of speech production

The compensatory responses in the current study indi-

cated a crucial contribution of auditory feedback to timing

mechanisms in speech on both the control and planning lev-

els. While the compensatory behavior in the coda perturba-

tion condition indicated adaptation of temporal properties

on a within-phoneme level, the reactions to onset perturba-

tion rather suggested reactive online compensation for per-

turbed timing relations on a within-syllable level. Further,

the results underline the fact that representations of speech

segments must comprise information about segment dura-

tion that can be adjusted dynamically and updated when

needed.

In attempts to interpret these findings within the scope

of speech production models, there is, to our knowledge, no

model which can comprehensively account for these results:

Adaptation and reactive control of speech timing through

auditory feedback need a specification of timing relations

that is sensitive to syllable position but includes the contri-

bution of auditory feedback on the planning and control lev-

els. While adaptation to spectral perturbations of speech is

well explainable with several models that include a repre-

sentation of spectral state variables and feedback mecha-

nisms, we would like to contend that duration as a property

of speech sounds needs to be treated and modeled differ-

ently: State variables, such as frequency, intensity or pitch,

evolve in time. Duration, however, marks the extent of this

evolution over time (Tilsen, 2019).

As one of the most comprehensive approaches to

modeling speech production, DIVA assumes auditory

speech targets that consist of time-varying spectral proper-

ties. With the data of the current study, it seems likely that

the extent of those spectral features over time (duration)

must also be inherent to the motor plan and can be estab-

lished and updated through auditory feedback.

The findings of the current study support once more the

motivation for modeling timing aspects in speech produc-

tion with an involvement of sensory feedback on control

and planning levels.

E. Individual behavior

As a final point, note that in the current study we pre-

sented data mostly summarized over all subjects with graph-

ical representation of single subjects [in Figs. 4 and 6(C)].

Lately, a number of studies reported systematic differences

in reaction to perturbed auditory feedback on the subject

level. While the majority of subjects compensated for an

applied shift (as summarized in many studies), there are

quite a few reports of subjects who followed the direction of

the perturbation (see, e.g., Burnett et al., 1998; Hain et al.,
2000, for pitch perturbation; Purcell and Munhall, 2006b,

for formant perturbation; Klein et al., 2019, for fricative per-

turbation). Further subjects were reported not to show a con-

sistent reaction at all, varying between following and

compensatory responses between adjacent trials

(Behroozmand et al., 2012) or shift directions (Klein et al.,
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2019). Varying responses on inter- and intra-subject level

were indeed observed in the current study, as for the exam-

ple marked in Fig. 4 (green dots mark compensatory

responses, gold dots mark following responses).

Nevertheless, our attempts to group subjects into followers

or compensators for the whole study or one perturbation

condition did not result in a reasonable grouping or lead to

any behaviorally explicable pattern since there were two

perturbation conditions (onset and coda perturbations) each

consisting of two perturbation directions (stretching and

compressing), resulting in four observed segments. On an

individual level, some subjects, for example, compensated

for three of them but followed for one. Patterns such as these

undoubtedly contributed to the high variance in the overall

measure of compensation magnitude relative to applied per-

turbation when summarizing both segments (/a/ and /pf/) per

perturbation condition (Sec. IV B 2). We will not explore

this further here, but individual differences in compensatory

response to temporal perturbations and their origins could

be a specific focus of interest and linked to individual rhyth-

mic and temporal discrimination abilities in future

investigations.
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