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Relationship between Machine Readable (MRPA) and International Phonetic Alphabet (IPA)

for Australian English.
MRPA IPA
Tense vowels

I 1
u: H:
o: 2:
a: e:
@: 3:
Lax vowels

I I
U [6)
E €
@) o)
A% e
A @
Diphthongs

@ Io
E@ €d
Uw o
ei &l
ai el
au xd
oi oI
ou b
Schwa

@ )
Consonants

p p
b b

t t

d d
k k
g g
tS tf
dz 33
H h
m m
n n
N 0
f f
\% \%

Example

heed
who'd
hoard
hard
heard

hid
hood
head
hod
bud
had

here
there
tour
hay
high
how
boy
hoe

the

pie

buy

tie

die

cut

g0

church

judge

(Aspiration/stop release)

my
no
sing

fan
van



—“ =g " EN®VN2 DS

=-g{;_ S WY N 2 oD

think
the
see
Z00
shoe
beige
he
road
we
long
yes
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Relationship between Machine Readable (MRPA) and International Phonetic Alphabet (IPA)
for German. The MRPA for German is in accordance with SAMPA (Wells, 1997), the speech
assessment methods phonetic alphabet.

MRPA IPA Example
Tense vowels and diphthongs

2: o: So6hne
2:6 ok stort

a: a: Strafe, Lahm
a:6 a:e Haar

e: e: geht

E: €: Maidchen
E:6 €:e fahrt

e:6 e:e werden

1: 1: Liebe

1:6 i:e Bier

0: o: Sohn

0:6 o:e vor

u: u: tun

w6 ue Uhr

y: y: kiihl

y:6 y:e natiirlich
al al mein

aUu av Haus

oY oY Beute

Lax vowels and diphthongs

U [é] Mund

9 e zwolf

a a nass

a6 ae Mark

E € Mensch
E6 €e Larm

I I finden
16 Ie wirklich
O o) kommt
06 oe dort
[8[§ ve durch

Y Y Glick
Y6 Ye wiirde

6 e Vater
Consonants

p p Panne

b b Baum

t t Tanne

d d Daumen
k k kahl



z = B

X AN VN ® <

—

g

pf
ts
Y
a3

RO WSS N ® < 3y

— —

Gaumen
Pfeffer

Zahn

Cello

Job

(Glottal stop)
(Aspiration)

Miene
nehmen
lang

friedlich
weg

lassen

lesen
schauen
Genie
riechen
Buch, lachen
hoch

Regen
lang
jemand



Downloadable speech databases used in this book

Database Description  [Language/dijn S Signal  |Annotations [Source
name alect files
aetobi A fragment of |American |17  |various |Audio 'Word, tonal, [Beckman et al
the AE-TOBI [English break. (2005); Pitrelli
database: Read et al (1994);
and Silverman et
spontaneous al (1992)
speech.
ae Read Australian |7 1M Audio, [Prosodic, [Millar et al
sentences English spectra, [phonetic,  (1997); Millar
formants [tonal. et al (1994)
andosl Read Australian 200 _2M Audio, [Same as ae Millar et al
sentences English formants (1997); Millar
et al (1994)
emab Read Standard 20 1F Audio, (Word, Bombien et al
(ema) sentences German EMA phonetic,  (2007)
tongue-tip,
tongue-body
epgassim |[[solated words |Australian |60 1F Audio, (Word, Stephenson &
English EPG phonetic Harrington
(2002);
Stephenson
(2003)
epgcoutts Read speech |Australian 2 1F Audio, [Word. Passage from
English EPG Hewlett &
Shockey
(1992)
epgdorsal [[solated words |German 45 1M Audio, (Word, Ambrazaitis &
EPG, phonetic.  [John (2004)
formants
epgpolish Read Polish 40 1M Audio, (Word, Guzik &
sentences EPG phonetic Harrington
(2007)
first S utterances from gerplosives
gerplosives [golated words (German 72 |IM Audio, [Phonetic  |[Unpublished
in carrier spectra
sentence
gt Continous German 9 various |Audio, fO0 Word, \Utterances
speech Break, Tone [from various
sources
isolated [[solated word |Australian 218 [IM Audio, [Phonetic As ae above
production English formants.
b-widths
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kielread [Read German 200 |IM, 1F |Audio, [Phonetic Simpson
sentences formants (1998),
Simpson et al
(1997).
mora Read Japanese |1 IF Audio  [Phonetic  |Unpublished
second Two speakers from gerplosives
stops Isolated words |German 470 [3M,4F |Audio, [Phonetic unpublished
in carrier formants
sentence
timetable Timetable German 5 IM Audio Phonetic As
enquiries kielread
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Preface

In undergraduate courses that include phonetics, students typically acquire skills both in
ear-training and an understanding of the acoustic, physiological, and perceptual characteristics of
speech sounds. But there is usually less opportunity to test this knowledge on sizeable quantities
of speech data partly because putting together any database that is sufficient in extent to be able
to address non-trivial questions in phonetics is very time-consuming. In the last ten years, this
issue has been offset somewhat by the rapid growth of national and international speech corpora
which has been driven principally by the needs of speech technology. But there is still usually a
big gap between the knowledge acquired in phonetics from classes on the one hand and applying
this knowledge to available speech corpora with the aim of solving different kinds of theoretical
problems on the other. The difficulty stems not just from getting the right data out of the corpus
but also in deciding what kinds of graphical and quantitative techniques are available and
appropriate for the problem that is to be solved. So one of the main reasons for writing this book
is a pedagogical one: it is to bridge this gap between recently acquired knowledge of
experimental phonetics on the one hand and practice with quantitative data analysis on the other.
The need to bridge this gap is sometimes most acutely felt when embarking for the first time on a
larger-scale project, honours or masters thesis in which students collect and analyse their own
speech data. But in writing this book, I also have a research audience in mind. In recent years, it
has become apparent that quantitative techniques have played an increasingly important role in
various branches of linguistics, in particular in laboratory phonology and sociophonetics that
sometimes depend on sizeable quantities of speech data labelled at various levels (see e.g., Bod
et al, 2003 for a similar view).

This book is something of a departure from most other textbooks on phonetics in at least
two ways. Firstly, and as the preceding paragraphs have suggested, I will assume a basic grasp of
auditory and acoustic phonetics: that is, I will assume that the reader is familiar with basic
terminology in the speech sciences, knows about the international phonetic alphabet, can
transcribe speech at broad and narrow levels of detail and has a working knowledge of basic
acoustic principles such as the source-filter theory of speech production. All of this has been
covered many times in various excellent phonetics texts and the material in e.g., Clark et al.
(2005), Johnson (2004), and Ladefoged (1962) provide a firm grounding for such issues that are
dealt with in this book. The second way in which this book is somewhat different from others is
that it is more of a workbook than a textbook. This is partly again for pedagogical reasons: It is
all very well being told (or reading) certain supposed facts about the nature of speech but until
you get your hands on real data and test them, they tend to mean very little (and may even be
untrue!). So it is for this reason that I have tried to convey something of the sense of data
exploration using existing speech corpora, supported where appropriate by exercises. From this
point of view, this book is similar in approach to Baayen (in press) and Johnson (2008) who also
take a workbook approach based on data exploration and whose analyses are, like those of this
book, based on the R computing and programming environment. But this book is also quite
different from Baayen (in press) and Johnson (2008) whose main concerns are with statistics
whereas mine is with techniques. So our approaches are complementary especially since they all
take place in the same programming environment: thus the reader can apply the statistical
analyses that are discussed by these authors to many of the data analyses, both acoustic and
physiological, that are presented at various stages in this book.

I am also in agreement with Baayen and Johnson about why R is such a good
environment for carrying out data exploration of speech: firstly, it is free, secondly it provides
excellent graphical facilities, thirdly it has almost every kind of statistical test that a speech
researcher is likely to need, all the more so since R is open-source and is used in many other
disciplines beyond speech such as economics, medicine, and various other branches of science.
Beyond this, R is flexible in allowing the user to write and adapt scripts to whatever kind of
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analysis is needed, it is very well adapted to manipulating combinations of numerical and
symbolic data (and is therefore ideal for a field such as phonetics which is concerned with
relating signals to symbols).

Another reason for situating the present book in the R programming environment is
because those who have worked on, and contributed to, the Emu speech database project have
developed a library of R routines that are customised for various kinds of speech analysis. This
development has been ongoing for about 20 years now' since the time in the late 1980s when
Gordon Watson suggested to me during my post-doctoral time at the Centre for Speech
Technology Research, Edinburgh University that the S programming environment, a forerunner
of R, might be just what we were looking for in querying and analysing speech data and indeed,
one or two of the functions that he wrote then, such as the routine for plotting ellipses are still
used today.

I would like to thank a number of people who have made writing this book possible.
Firstly, there are all of those who have contributed to the development of the Emu speech
database system in the last 20 years. Foremost Steve Cassidy who was responsible for the query
language and the object-oriented implementation that underlies much of the Emu code in the R
library, Andrew McVeigh who first implemented a hierarchical system that was also used by
Janet Fletcher in a timing analysis of a speech corpus (Fletcher & McVeigh, 1991); Catherine
Watson who wrote many of the routines for spectral analysis in the 1990s; Michel Scheffers and
Lasse Bombien who were together responsible for the adaptation of the xassp speech signal
processing system” to Emu and to Tina John who has in recent years contributed extensively to
the various graphical-user-interfaces, to the development of the Emu database tool and Emu-to-
Praat conversion routines. Secondly, a number of people have provided feedback on using Emu,
the Emu-R system, or on earlier drafts of this book as well as data for some of the corpora, and
these include most of the above and also Stefan Baumann, Mary Beckman, Bruce Birch, Felicity
Cox, Karen Croot, Christoph Draxler, Yuuki Era, Martine Grice, Christian Gruttauer, Phil Hoole,
Marion Jaeger, Klaus Jansch, Felicitas Kleber, Claudia Kuzla, Friedrich Leisch, Janine
Lilienthal, Katalin Mady, Stefania Marin, Jeanette McGregor, Christine Mooshammer, Doris
Miicke, Sallyanne Palethorpe, Marianne Pouplier, Tamara Rathcke, Uwe Reichel, Ulrich
Reubold, Michel Scheffers, Elliot Saltzman, Florian Schiel, Lisa Stephenson, Marija Tabain,
Hans Tillmann, Nils Ulzmann and Briony Williams. I am also especially grateful to the
numerous students both at the IPS, Munich and at the IPdS Kiel for many useful comments in
teaching Emu-R over the last seven years. [ would also like to thank Danielle Descoteaux and
Julia Kirk of Wiley-Blackwell for their encouragement and assistance in seeing the production of
this book completed, the very many helpful comments from four anonymous Reviewers on an
earlier version of this book Sallyanne Palethorpe for her detailed comments in completing the
final stages of this book and to Tina John both for contributing material for the on-line
appendices and with producing many of the figures in the earlier Chapters.

' For example in reverse chronological order: Bombien et al (2006), Harrington et al (2003), Cassidy (2002),
Cassidy & Harrington (2001), Cassidy (1999), Cassidy & Bird (2000), Cassidy et al. (2000), Cassidy & Harrington
(1996), Harrington et al (1993), McVeigh & Harrington (1992).

? http://www.ipds.uni-kiel.de/forschung/xassp.de.html
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Notes of downloading software
Both R and Emu run on Linux, Mac OS-X, and Windows platforms. In order to run the various
commands in this book, the reader needs to download and install software as follows.

I. Emu
1. Download the latest release of the Emu Speech Database System from the download
section at http://emu.sourceforge.net
2. Install the Emu speech database system by executing the downloaded file and following
the on-screen instructions.

IR
3. Download the R programming language from http://www.cran.r-project.org
4. Install the R programming language by executing the downloaded file and following the
on-screen instructions.
II1. Emu-R

5. Startup R

6. Enter install.packages("emu") after the > prompt.

7. Follow the on-screen instructions.

8. If the following message appears: "Enter nothing and press return to exit this
configuration loop." then you will need to enter the path where Emu's library (1ib) is
located and enter this after the R prompt.

*  On Windows, this path is likely to be C: \Program Files\EmuXX\1lib where XX
is the current version number of Emu, if you installed Emu at C: \Program Files.
Enter this path with forward slashes i.e. C: /Program Files/EmuXX/1lib
¢ On Linux the path may be /usr/local/lib or /home/USERNAME/Emu/lib
¢ On Mac OS X the path may be /Library/Tcl
IV. Getting started with Emu
9. Start the Emu speech database tool.
*  Windows: choose Emu Speech Database System -> Emu from the Start
Menu.
* Linux: choose Emu Speech Database System from the applications menu or
type Emu in the terminal window.
* Mac OS X: start Emu in the Applications folder.
V. Additional software
10. Praat
* Download Praat from www.praat.org
* To install Praat follow the instruction at the download page.
11. Wavesurfer which is included in the Emu setup and installed in these locations:.
*  Windows: EmuXX/bin.
* Linux: /usr/local/bin; /home/'username'/Emu/bin
* Mac OS X: Applications/Emu.app/Contents/bin
VI. Problems
12. See FAQ at http://emu.sourceforge.net
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Chapter 1 Using speech corpora in phonetics research

1.0 The place of corpora in the phonetic analysis of speech

One of the main concerns in phonetic analysis is to find out how speech sounds are
transmitted between a speaker and a listener in human speech communication. A speech corpus
is a collection of one or more digitized utterances usually containing acoustic data and often
marked for annotations. The task in this book is to discuss some of the ways that a corpus can be
analysed to test hypotheses about how speech sounds are communicated. But why is a speech
corpus needed for this at all? Why not instead listen to speech, transcribe it, and use the
transcription as the main basis for an investigation into the nature of spoken language
communication? There is no doubt as Ladefoged (1995) has explained in his discussion of
instrumentation in field work that being able to hear and re-produce the sounds of a language is a
crucial first step in almost any kind of phonetic analysis. Indeed many hypotheses about the way
that sounds are used in speech communication stem in the first instance from just this kind of
careful listening to speech. However, an auditory transcription is at best an essential initial
hypothesis but never an objective measure.

The lack of objectivity is readily apparent in comparing the transcriptions of the same
speech material across a number of trained transcribers: even when the task is to carry out a
fairly broad transcription and with the aid of a speech waveform and spectrogram, there will still
be inconsistencies from one transcriber to the next; and all these issues will be considerably
aggravated if phonetic detail is to be included in narrower transcriptions or if, as in much
fieldwork, auditory phonetic analyses are made of a language with which transcribers are not
very familiar. A speech signal on the other hand is a record that does not change: it is, then, the
data against which theories can be tested. Another difficulty with building a theory of speech
communication on an auditory symbolic transcription of speech is that there are so many ways in
which a speech signal is at odds with a segmentation into symbols: there are often no clear
boundaries in a speech signal corresponding to the divisions between a string of symbols, and
least of all where a lay-person might expect to find them, between words.

But apart from these issues, a transcription of speech can never get to the heart of how
the vocal organs, acoustic signal, and hearing apparatus are used to transmit simultaneously
many different kinds of information between a speaker and hearer. Consider that the production
of /t/ in an utterance tells the listener so much more than "here is a /t/ sound". If the spectrum of
the /t/ also has a concentration of energy at a low frequency, then this could be a cue that the
following vowel is rounded. At the same time, the alveolar release might provide the listener
with information about whether /t/ begins or ends either a syllable or a word or a more major
prosodic phrase and whether the syllable is stressed or not. The /t/ might also convey
sociophonetic information about the speaker's dialect and quite possibly age group and
socioeconomic status ( Docherty, 2007; Docherty & Foulkes, 2005). The combination of /t/ and
the following vowel could tell the listener whether the word is prosodically accented and also
even say something about the speaker's emotional state.

Understanding how these separate strands of information are interwoven in the details of
speech production and the acoustic signal can be accomplished neither just by transcribing
speech, but nor by analyses of recordings of individual utterances. The problem with analyses of
individual utterances is that they risk being idiosyncratic: this is not only because of all of the
different ways that speech can vary according to context, but also because the anatomical and
speaking style differences between speakers all leave their mark on the acoustic signal: therefore,
an analysis of a handful of speech sounds in one or two utterances may give a distorted
presentation of the general principles according to which speech communication takes place.

The issues raised above and the need for speech corpora in phonetic analysis in general
can be considered from the point of view of other more recent theoretical developments: that the
relationship between phonemes and speech is stochastic. This is an important argument that has
been made by Janet Pierrehumbert in a number of papers in recent years (e.g., 2002, 2003a,



15

2003b, 2006). On the one hand there are almost certainly different levels of abstraction, or, in
terms of the episodic/exemplar models of speech perception and production developed by
Pierrehumbert and others (Bybee, 2001; Goldinger, 1998; 2000; Johnson, 1997), generalisations
that allow native speakers of a language to recognize that tip and pit are composed of the same
three sounds but in the opposite order. Now it is also undeniable that different languages, and
certainly different varieties of the same language, often make broadly similar sets of phonemic
contrasts: thus in many languages, differences of meaning are established as a result of contrasts
between voiced and voiceless stops, or between oral stops and nasal stops at the same place of
articulation, or between rounded and unrounded vowels of the same height, and so on. But what
has never been demonstrated is that two languages that make similar sets of contrast do so
phonetically in exactly the same way. These differences might be subtle, but they are
nevertheless present which means that such differences must have been learned by the speakers
of the language or community.

But how do such differences arise? One way in which they are unlikely to be brought
about is because languages or their varieties choose their sound systems from a finite set of
universal features. At least so far, no-one has been able to demonstrate that the number of
possible permutations that could be derived even from the most comprehensive of articulatory or
auditory feature systems could account for the myriad of ways that the sounds of dialects and
languages do in fact differ. It seems instead that, although the sounds of languages undeniably
confirm to consistent patterns (as demonstrated in the ground-breaking study of vowel dispersion
by Liljencrants & Lindblom, 1972), there is also an arbitrary, stochastic component to the way in
which the association between abstractions like phonemes and features evolves and is learned by
children (Beckman et al, 2007; Edwards & Beckman, 2008; Munson et al, 2005).

Recently, this stochastic association between speech on the one hand and phonemes on
the other has been demonstrated computationally using so-called agents equipped with simplified
vocal tracts and hearing systems who imitate each other over a large number of computational
cycles (Wedel, 2006, 2007). The general conclusion from these studies is that while stable
phonemic systems emerge from these initially random imitations, there are a potentially infinite
number of different ways in which phonemic stability can be achieved (and then shifted in sound
change - see also Boersma & Hamann, 2008). A very important idea to emerge from these
studies is that the phonemic stability of a language does not require a priori a selection to be
made from a pre-defined universal feature system, but might emerge instead as a result of
speakers and listeners copying each other imperfectly (Oudeyer, 2002, 2004).

If we accept the argument that the association between phonemes and the speech signal is
not derived deterministically by making a selection from a universal feature system, but is
instead arrived at stochastically by learning generalisations across produced and perceived
speech data, then it necessarily follows that analyzing corpora of speech must be one of the
important ways in which we can understand how different levels of abstraction such as
phonemes and other prosodic units are communicated in speech.

Irrespective of these theoretical issues, speech corpora have become increasingly
important in the last 20-30 years as the primary material on which to train and test human-
machine communication systems. Some of the same corpora that have been used for
technological applications have also formed part of basic speech research (see 1.1 for a summary
of these). One of the major benefits of these corpora is that they foster a much needed
interdisciplinary approach to speech analysis, as researchers from different disciplinary
backgrounds apply and exchange a wide range of techniques for analyzing the data.

Corpora that are suitable for phonetic analysis may become available with the increasing
need for speech technology systems to be trained on various kinds of fine phonetic detail
(Carlson & Hawkins, 2007). It is also likely that corpora will be increasingly useful for the study
of sound change as more archived speech data becomes available with the passage of time
allowing sound change to be analysed either longitudinally in individuals (Harrington, 2006;
Labov & Auger, 1998) or within a community using so-called real-time studies (for example, by
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comparing the speech characteristics of subjects from a particular age group recorded today with
those of a comparable age group and community recorded several years' ago - see Sankoff, 2005;
Trudgill, 1988). Nevertheless, most types of phonetic analysis still require collecting small
corpora that are dedicated to resolving a particular research question and associated hypotheses
and some of the issues in designing such corpora are discussed in 1.2.

Finally, before covering some of these design criteria, it should be pointed out that
speech corpora are by no means necessary for every kind of phonetic investigation and indeed
many of the most important scientific breakthroughs in phonetics in the last fifty years have
taken place without analyses of large speech corpora. For example, speech corpora are usually
not needed for various kinds of articulatory-to-acoustic modeling nor for many kinds of studies
in speech perception in which the aim is to work out, often using speech synthesis techniques,
the sets of cues that are functional i.e. relevant for phonemic contrasts.

1.1 Existing speech corpora for phonetic analysis

The need to provide an increasing amount of training and testing materials has been one
of the main driving forces in creating speech and language corpora in recent years. Various sites
for their distribution have been established and some of the more major ones include: the
Linguistic data consortium (Reed et al, 2008) , which is a distribution site for speech and
language resources and is located at the University of Pennsylvania; ELRA®, the European
language resources association, established in 1995 and which validates, manages, and
distributes speech corpora and whose operational body is ELDA” (evaluations and language
resources distribution agency). There are also a number of other repositories for speech and
language corpora including the Bavarian Archive for Speech Signals® at the University of
Munich, various corpora at the Center for Spoken Language Understanding at the University of
Oregon’, the TalkBank consortium at Carnegie Mellon University® and the DOBES archive of
endangered languages at the Max-Planck Institute in Nijmegen’.

Most of the corpora from these organizations serve primarily the needs for speech and
language technology, but there are a few large-scale corpora that have also been used to address
issues in phonetic analysis, including the Switchboard and TIMIT corpora of American English.
The Switchboard corpus (Godfrey et al, 1992) includes over 600 telephone conversations from
750 adult American English speakers of a wide range of ages and varieties from both genders
and was recently analysed by Bell et al (2003) in a study investigation the relationship between
predictability and the phonetic reduction of function words. The TIMIT database (Garofolo et al,
1993; Lamel et al, 1986) has been one of the most studied corpora for assessing the performance
of speech recognition systems in the last 20-30 years. It includes 630 talkers and 2342 different
read speech sentences, comprising over five hours of speech and has been included in various
phonetic studies on topics such as variation between speakers (Byrd, 1992), the acoustic
characteristics of stops (Byrd, 1993), the relationship between gender and dialect (Byrd, 1994),
word and segment duration (Keating et al, 1994), vowel and consonant reduction (Manuel et al,
1992), and vowel normalization (Weenink, 2001). One of the most extensive corpora of a
European language other than English is the Dutch CGN corpus' (Oostdijk, 2000; Pols, 2001).
This is the largest corpus of contemporary Dutch spoken by adults in Flanders and the
Netherlands and includes around 800 hours of speech. In the last few years, it has been used to
study the sociophonetic variation in diphthongs (Jacobi et al, 2007). For German, The Kiel

? http://www.ldc.upenn.edu/

* http://www.elra.info/

> http://www.elda.org/

® http://www.phonetik.uni-muenchen.de/Bas/BasHomeeng.html
" http://www.cslu.ogi.edu/corpora/corpCurrent.html

¥ http://talkbank.org/

? http://www.mpi.nl/DOBES

' http://lands.let.kun.nl/cgn/echome.htm
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Corpus of Speech'" includes several hours of speech annotated at various levels (Simpson 1998;
Simpson et al, 1997) and has been instrumental in studying different kinds of connected speech
processes (Kohler, 2001; Simpson, 2001; Wesener, 2001).

One of the most successful corpora for studying the relationship between discourse
structure, prosody, and intonation has been the HCRC map task corpus'? (Anderson et al, 1991)
containing 18 hours of annotated spontaneous speech recorded from 128 two-person
conversations according to a task-specific experimental design (see below for further details).
The Australian National Database of Spoken Language'® (Millar et al, 1994, 1997) also contains
a similar range of map task data for Australian English. These corpora have been used to
examine the relationship between speech clarity and the predictability of information (Bard et al,
2000) and also to investigate the way that boundaries between dialogue acts interact with
intonation and suprasegmental cues (Stirling et al, 2001). More recently, two corpora have been
developed intended mostly for phonetic and basic speech research: these are the Buckeye
corpus'? consisting of 40 hours of spontaneous American English speech annotated at word and
phonetic levels (Pitt et al, 2005) that has recently been used to model /t, d/ deletion (Raymond et
al, 2006). Another is the Nationwide Speech Project (Clopper & Pisoni, 2006) which is
especially useful for studying differences in American varieties. It contains 60 speakers from six
regional varieties of American English and parts of it are available from the Linguistic Data
Consortium.

Databases of speech physiology are much less common than those of speech acoustics
largely because they have not evolved in the context of training and testing speech technology
systems (which is the main source of funding for speech corpus work). Some exceptions are the
ACCOR speech database (Marchal & Hardcastle, 1993; Marchal et al, 1993) developed in the
1990s to investigate coarticulatory phenomena in a number of European languages and which
includes laryngographic, airflow, and electropalatographic data (the database is available from
ELRA). Another is the University of Wisconsin X-Ray microbeam speech production database
(Westbury, 1994) which includes acoustic and movement data from 26 female and 22 male
speakers of a Midwest dialect of American English aged between 18 and 37 of age. Thirdly, the
MOCHA-TIMIT"® database (Wrench & Hardcastle, 2000) is made up of synchronized
movement data from the supralaryngeal articulators, electropalatographic data, and a
laryngographic signal of part of the TIMIT database produced by subjects of different English
varieties. These databases have been incorporated into phonetic studies in various ways: for
example, the Wisconsin database was used by Simpson (2002) to investigate the differences
between male and female speech and the MOCHA-TIMIT database formed part of a study by
Kello & Plaut (2003) to explore feedforward learning association between articulation and
acoustics in a cognitive speech production model.

Finally, there are many opportunities to obtain quantities of speech data from archived
broadcasts (e.g., in Germany from the Institut fiir Deutsche Sprache in Mannheim; in the U.K.
from the BBC). These are often acoustically of high quality. However, it is unlikely they will
have been annotated, unless they have been incorporated into an existing corpus design, as was
the case in the development of the Machine Readable Corpus of Spoken English (MARSEC)
created by Roach et al (1993) based on recordings from the BBC.

1.2 Designing your own corpus

Unfortunately, most kinds of phonetic analysis still require building a speech corpus that
is designed to address a specific research question. In fact, existing large-scale corpora of the
kind sketched above are very rarely used in basic phonetic research, partly because, no matter

' http://www.ipds.uni-kiel.de/forschung/kielcorpus.en.html

2 http://www.hcrc.ed.ac.uk/maptask/

'* http://andosl.anu.edu.au/andosl/

" http://vic.psy.ohio-state.edu/

'* http://www.cstr.ed.ac.uk/research/projects/artic/mocha.html
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how extensive they are, a researcher inevitably finds that one or more aspects of the speech
corpus in terms of speakers, types of materials, speaking styles, are insufficiently covered for the
research question to be completed. Another problem is that an existing corpus may not have been
annotated in the way that is needed. A further difficulty is that the same set of speakers might be
required for a follow-up speech perception experiment after an acoustic corpus has been
analysed, and inevitably access to the subjects of the original recordings is out of the question,
especially if the corpus had been created a long time ago.

Assuming that you have to put together your own speech corpus, then various issues in
design need to be considered, not only to make sure that the corpus is adequate for answering the
specific research questions that are required of it, but also that it is re-usable possibly by other
researchers at a later date. It is important to give careful thought to designing the speech corpus,
because collecting and especially annotating almost any corpus is usually very time-consuming.
Some non-exhaustive issues, based to a certain extent on Schiel & Draxler (2004) are outlined
below. The brief review does not cover recording acoustic and articulatory data from endangered
languages which brings an additional set of difficulties as far as access to subjects and designing
materials are concerned (see in particular Ladefoged, 1995, 2003).

1.2.1 Speakers

Choosing the speakers is obviously one of the most important issues in building a speech
corpus. Some primary factors to take into account include the distribution of speakers by gender,
age, first language, and variety (dialect); it is also important to document any known speech or
hearing pathologies. For sociophonetic investigations, or studies specifically concerned with
speaker characteristics, a further refinement according to many other factors such as educational
background, profession, socioeconomic group (to the extent that this is not covered by variety)
are also likely to be important (see also Beck, 2005 for a detailed discussed of the parameters of
a speaker's vocal profile based to a large extent on Laver, 1980, 1991). All of the above-
mentioned primary factors are known to exert quite a considerable influence on the speech signal
and therefore have to be controlled for in any experiment comparing two of more speaking
groups. Thus it would be inadvisable in comparing, say, speakers of two different varieties to
have a predominance of male speakers in one group, and female speakers in another, or one
group with mostly young and the other with mostly older speakers. Whatever speakers are
chosen, it is, as Schiel & Draxler (2004) comment, of great importance that as many details of
the speakers are documented as possible (see also Millar, 1991), should the need arise to check
subsequently whether the speech data might have been influenced by a particular speaker
specific attribute.

The next most important criterion is the number of speakers. Following Gibbon et al.
(1997), speech corpora of between 1-5 speakers are typical in the context of speech synthesis
development, while more than 50 speakers are needed for adequately training and testing
systems for the automatic recognition of speech. For most experiments in experimental phonetics
of the kind reported in this book, a speaker sample size within this range, and between 10 and 20
is usual. In almost all cases, experiments involving invasive techniques such as electromagnetic
articulometry and electropalatography discussed in Chapters 5 and 7 of this book rarely have
more than five speakers because of the time taken to record and analyse the speech data and the
difficulty in finding subjects.

1.2.2 Materials

An equally important consideration in designing any corpus is the choice of materials.
Four of the main parameters according to which materials are chosen discussed in Schiel &
Draxler (2004) are vocabulary, phonological distribution, domain, and task.

Vocabulary in a speech technology application such as automatic speech recognition
derives from the intended use of the corpus: so a system for recognizing digits must obviously
include the digits as part of the training material. In many phonetics experiments, a choice has to
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be made between real words of the language and non-words. In either case, it will be necessary
to control for a number of phonological criteria, some of which are outlined below (see also
Rastle et al, 2002 and the associated website'® for a procedure for selecting non-words according
to numerous phonological and lexical criteria). Since both lexical frequency and neighborhood
density have been shown to influence speech production (Luce & Pisoni, 1998; Wright, 2004),
then it could be important to control for these factors as well, possibly by retrieving these
statistics from a corpus such as Celex (Baayen et al, 1995). Lexical frequency, as its name
suggests, is the estimated frequency with which a word occurs in a language: at the very least,
confounds between words of very high frequency, such as between function words which tend to
be heavily reduced even in read speech, and less frequently occurring content words should be
avoided. Words of high neighborhood density can be defined as those for which many other
words exist by substituting a single phoneme (e.g., man and van are neighbors according to this
criterion). Neighborhood density is less commonly controlled for in phonetics experiments
although as recent studies have shown (Munson & Solomon, 2004; Wright, 2004), it too can
influence the phonetic characteristics of speech sounds.

The words that an experimenter wishes to investigate in a speech production experiment
should not be presented to the subject in a list (which induces a so-called list prosody in which
the subject chunks the lists into phrases, often with a falling melody and phrase-final lengthening
on the last word, but a level or rising melody on all the others) but are often displayed on a
screen individually or incorporated into a so-called carrier phrase. Both of these conditions will
go some way towards neutralizing the effects of sentence-level prosody i.e., towards ensuring
that the intonation, phrasing, rhythm and accentual pattern are the same from one target word to
the next. Sometimes filler words need to be included in the list, in order to draw the subject's
attention away from the design of the experiment. This is important because if any parts of the
stimuli become predictable, then a subject might well reduce them phonetically, given the
relationship between redundancy and predictability (Fowler & Housum, 1987; Hunnicutt, 1985;
Lieberman, 1963).

For some speech technology applications, the materials are specified in terms of their
phonological distribution. For almost all studies in experimental phonetics, the phonological
composition of the target words, in terms of factors such as their lexical-stress pattern, number of
syllables, syllable composition, and segmental context is essential, because these all exert an
infuence on the utterance. In investigations of prosody, materials are sometimes constructed in
order to elicit certain kinds of phrasing, accentual patterns, or even intonational melodies. In
Silverman & Pierrehumbert (1990), two subjects produced a variety of phrases like Ma Le Mann,
Ma Lemm and Mamalie Lemonick with a prosodically accented initial syllable and identical
intonation melody: they used these materials in order to investigate whether the timing of the
pitch-accent was dependent on factors such as the number of syllables in the phrase and the
presence or absence of word-boundaries. In various experiments by Keating and Colleagues (e.g.
Keating et al, 2003), French, Korean, and Taiwanese subjects produced sentences that had been
constructed to control for different degrees of boundary strength. Thus their French materials
included sentences in which /na/ occurred at the beginning of phrases at different positions in the
prosodic hierarchy, such as initially in the accentual phrase (Tonton, Tata, Nadia et Paul
arriveront demain) and syllable-initially (7onton et Anabelle...). In Harrington et al (2000),
materials were designed to elicit the contrast between accented and deaccented words. For
example, the name Beaber was accented in the introductory statement This is Hector Beaber, but
deaccented in the question Do you want Anna Beaber or Clara Beaber (in which the nuclear
accents falls on the preceding first name). Creating corpora such as these can be immensely
difficult, however, because there will always be some subjects who do not produce them as the
experimenter wishes (for example by not fully deaccenting the target words in the last example)
or if they do, they might introduce unwanted variations in other prosodic variables. The general

'® http://www.maccs.mq.edu.au/~nwdb
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point is that subjects usually need to have some training in the production of materials in order to
produce them with the degree of consistency required by the experimenter. However, this leads
to the additional concern that the productions might not really be representative of prosody
produced in spontaneous speech by the wider population.

These are some of the reasons why the production of prosody is sometimes studied using
map task corpora (Anderson et al, 1991) of the kind referred to earlier, in which a particular
prosodic pattern is not prescribed, but instead emerges more naturally out of a dialogue or
situational context. The map task is an example of a corpus that falls into the category defined by
Schiel & Draxler (2004) of being restricted by domain. In the map task, two dialogue partners
are given slightly different versions of the same map and one has to explain to the other how to
navigate a route between two or more points along the map. An interesting variation on this is
due to Peters (2006) in which the dialogue partners discuss the contents of two slightly different
video recordings of a popular soap opera that both subjects happen to be interested in: the
interest factor has the potential additional advantage that the speakers will be distracted by the
content of the task, and thereby produce speech in a more natural way. In either case, a fair
degree of prosodic variation and spontaneous speech are guaranteed. At the same time, the
speakers' choice of prosodic patterns and lexical items tends to be reasonably constrained,
allowing comparisons between different speakers on this task to be made in a meaningful way.

In some types of corpora, a speaker will be instructed to solve a particular task. The
instructions might be fairly general as in the map task or the video scenario described above or
they might be more specific such as describing a picture or answering a set of questions. An
example of a task-specific recording is in Shafer et al (2000) who used a cooperative game task
in which subjects disambiguated in their productions ambiguous sentences such as move the
square with the triangle (meaning either: move a house-like shape consisting of a square with a
triangle on top of it; or, move a square piece with a separate triangular piece). Such a task allows
experimenters to restrict the dialogue to a small number of words, it distracts speakers from the
task at hand (since speakers have to concentrate on how to move pieces rather than on what they
are saying) while at the same time eliciting precisely the different kinds of prosodic parsings
required by the experimenter in the same sequence of words.

1.2.3 Some further issues in experimental design

Experimental design in the context of phonetics is to do with making choices about the
speakers, materials, number of repetitions and other issues that form part of the experiment in
such a way that the validity of a hypothesis can be quantified and tested statistically. The
summary below touches only very briefly on some of the matters to be considered at the stage of
laying out the experimental design, and the reader is referred to Robson (1994), Shearer (1995),
and Trochim (2007) for many further useful details. What is presented here is also mostly about
some of the design criteria that are relevant for the kind of experiment leading to a statistical test
such as analysis of variance (ANOVA). It is quite common for ANOV As to be applied to
experimental speech data, but this is obviously far from the only kind of statistical test that
phoneticians need to apply, so some of the issues discussed will not necessarily be relevant for
some types of phonetic investigation.

In a certain kind of experiment that is common in experimental psychology and
experimental phonetics, a researcher will often want to establish whether a dependent variable is
affected by one or more independent variables. The dependent variable is what is measured and
for the kind of speech research discussed in this book, the dependent variable might be any one
of duration, a formant frequency at a particular time point, the vertical or horizontal position of
the tongue at a displacement maximum and so on. These are all examples of continuous
dependent variables because, like age or temperature, they can take on an infinite number of
possible values within a certain range. Sometimes the dependent variable might be categorical,
as in eliciting responses from subjects in speech perception experiments in which the response is
a specific category (e.g, a listener labels a stimulus as either /ba/ or /pa/). Categorical variables
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are common in sociophonetic research in which counts are made of data (e.g. a count of the
number of times that a speaker produces /t/ with or without glottalisation).

The independent variable, or factor, is what you believe has an influence on the dependent
variable. One type of independent variable that is common in experimental phonetics comes
about when a comparison is made between two or more groups of speakers such as between
male and female speakers. This type of independent variable is sometimes (for obvious reasons)
called a between-speaker factor which in this example might be given a name like Gender.
Some further useful terminology is to do with the number of levels of the factor. For this
example, Gender has two levels, male and female. The same speakers could of course also
be coded for other between-speaker factors. For example, the same speakers might be coded for
a factor Variety with three levels: Standard English, Estuary English and
Cockney. Gender and Variety in this example are nominal because the levels are not rank
ordered in any way. If the ordering matters then the factor is ordinal (for example Age could be
an ordinal factor if you wanted to assess the effects on increasing age of the speakers).

Each speaker that is analysed can be assigned just one level of each between-speaker
factor: so each speaker will be coded as either male or female, and as either Standard
English, or Estuary English or Cockney. This example would also sometimes be
called a 2 x 3 design, because there are two factors with two (Gender) and three (Variety)
levels. An example of a 2 x 3 x 2 design would have three factors with the corresponding number
of levels: e.g., the subjects are coded not only for Gender and Variety as before, but also for
Age with two levels, young and old. Some statistical tests require that the design should be
approximately balanced: specifically, a given between-subjects factor should have equal
numbers of subjects distributed across its levels. For the previous example with two factors,
Gender and Variety, a balanced design would be one that had 12 speakers, 6 males and 6
females, and 2 male and 2 female speakers per variety. Another consideration is that the more
between-subjects factors that you include, then evidently the greater the number of speakers
from which recordings have to be made. Experiments in phonetics are often restricted to no more
than two or three between-speaker factors, not just because of considerations of the size of the
subject pool, but also because the statistical analysis in terms of interactions becomes
increasingly unwieldy for a larger number of factors.

Now suppose you wish to assess whether these subjects show differences of vowel
duration in words with a final /t/ like white compared with words with a final /d/ like wide. In
this case, the design might include a factor Voice and it has two levels: [ -voice] (words
like white) and [+voice] (words like wide). One of the things that makes this type of factor
very different from the between-speaker factors considered earlier is that subjects produce (i.e.,
are measured on) all of the factor's levels: that is, the subjects will produce words that are both
[-voice] and [+voice]. Voice in this example would sometimes be called a within-
subject or within-speaker factor and because subjects are measured on all of the levels of
Voice, it is also said to be repeated. This is also the reason why if you wanted to use an
ANOVA to work out whether [+voice] and [ -voice ] words differed in vowel duration,
and also whether such a differences manifested itself in the various speaker groups, you would
have to use a repeated measures ANOVA. Of course, if one group of subjects produced the [ -
voice] words and another group the [ +voice] words, then Voice would not be a repeated
factor and so a conventional ANOVA could be applied. However, in experimental phonetics this
would not be a sensible approach, not just because you would need many more speakers, but also
because the difference between [ -voice] and [ +voice] words in the dependent variable
(vowel duration) would then be confounded with speaker differences. So this is why repeated or
within-speaker factors are very common in experimental phonetics. Of course in the same way
that there can be more than one between-speaker factor, there can also be two or more within-
speaker factors. For example, if the [-voice] and [+voice] words were each produced at a
slow and a fast rate, then Rate would also be a within-speaker factor with two levels (s1ow and
fast). Rate, like Voice, is a within-speaker factor because the same subjects have been
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measured once at a slow, and once at a fast rate.

The need to use a repeated measures ANOVA comes about, then, because the subject is
measured on all the levels of a factor and (somewhat confusingly) it has nothing whatsoever to
do with repeating the same level of a factor in speech production, which in experimental
phonetics is rather common. For example, the subjects might be asked to repeat (in some
randomized design) whife at a slow rate five times. This repetition is done to counteract the
inherent variation in speech production. One of the very few uncontroversial facts of speech
production is that no subject can produce the same utterance twice even under identical
recording conditions in exactly the same way. So since a single production of a target word could
just happen to be a statistical aberration, researchers in experimental phonetics usually have
subjects produce exactly the same materials many times over: this is especially so in
physiological studies, in which this type of inherent token-to-token variation is usually so much
greater in articulatory than in acoustic data. However, it is important to remember that repetitions
of the same level of a factor (the multiple values from each subject's slow production of white)
cannot be entered into many standard statistical tests such as a repeated measures ANOVA and
so they typically need to be averaged (see Max & Onghena, 1999 for some helpful details on
this). So even if, as in the earlier example, a subject repeats white and wide each several times at
both slow and fast rates, only 4 values per subject can be entered into the repeated measures
ANOVA (i.e., the four mean values for each subject of: white at a slow rate, white at a fast rate,
wide at a slow rate, wide at a fast rate). Consequently, the number of repetitions of identical
materials should be kept sufficiently low because otherwise a lot of time will be spent recording
and annotating a corpus without really increasing the likelihood of a significant result (on the
assumption that the values that are entered into a repeated measures ANOV A averaged across 10
repetitions of the same materials may not differ a great deal from the averages calculated from
100 repetitions produced by the same subject). The number of repetitions and indeed total
number of items in the materials should in any case be kept within reasonable limits because
otherwise subjects are likely to become bored and, especially in the case of physiological
experiments, fatigued, and these types of paralinguistic effects may well in turn influence their
speech production.

The need to average across repetitions of the same materials for certain kinds of statistical
test described in Max & Onghena (1999) seems justifiably bizarre to many experimental
phoneticians, especially in speech physiology research in which the variation, even in repeating
the same materials, may be so large that an average or median becomes fairly meaningless.
Fortunately, there have recently been considerable advances in the statistics of mi